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We correct in this note a mistake in an intermediate result of [1]. Let us first
recall the structure of the main results of this article:

Theorems 2.1 and 2.2⇒ Theorem 3.1⇒ Theorem 4.1⇒

{
Corollary 4.4

Corollary 4.5

• Theorem 2.1 is the main result about the existence of a smooth density for
real variables defined on a Poisson space; Theorem 2.2 is the extension to
vector-valued variables.

• Theorem 3.1 deals with the case of functionals of a Lévy process; in partic-
ular, an analogue of the Malliavin matrix of the Wiener case is introduced.

• Theorem 4.1 is the particular case of the solution of a stochastic differential
equation driven by the Lévy process.

• Corollaries 4.4 and 4.5 consider respectively the case of a “uniformly elliptic”
equation, and of the stochastic Lévy area.

∗The author is grateful to John J. A. Hosking who pointed out this error.
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However, there is a problem in the proof of Theorem 3.1. Technically, Theorem 3.1
is deduced from Theorem 2.1, so we have to verify that the assumptions of this
latter theorem are fulfilled. In particular, we have to prove that condition (2.3)
is verified for almost any τ ∈ A(ρ)k. Let us look carefully at the sequence of
inequalities following (3.11); as it has been said, these inequalities should be valid
for almost any τ ∈ A(ρ)k. The first inequality is trivial since the random variable
R′ satisfies R′ ≤ ρ. In the second inequality, we want to apply (3.4). A first
problem is that R′ is random whereas (3.4) was written for a deterministic radius.
Moreover and more importantly, even if R′ were deterministic, the application of
(3.4) would require τ ∈ A(R′)k, and this is not necessarily true since A(R′) may
be strictly included in A(ρ). Thus the proof of the theorem is not correct.

Our aim in this note is to give a corrected statement for Theorem 3.1, and to
consider the consequences on subsequent results. In particular, Corollary 4.4 and
4.5 are still valid; Corollary 4.4 is used for instance in [2] which therefore is not
changed by this correction.

Correction of Theorem 3.1

Condition (b) of Theorem 3.1 has to be replaced by a modified condition (b’), and
the theorem becomes the following one.

Theorem 3.1’. Suppose that the Lévy measure µ satisfies the conditions of Corol-
lary 1.2(b). Let T > 0 and let F be a Rd valued functional of (Xt; 0 ≤ t ≤ T )
satisfying

(a) for any p and k, the condition (3.1) holds true;

(b’) there exists a matrix-valued process ψt such that for |x| ≤ 1, p ≥ 1, k ≥ 0
and τ ∈ A(1)k, ∥∥∥(DtxF − ψtx

)
◦ ε+

τ

∥∥∥
p
≤ Cp,k|x|r (3.2’)

for some r > 1, and∥∥∥∥(det

∫ T

0

ψtψ
?
t dt
)−1

◦ ε+
τ

∥∥∥∥
p

≤ Cp,k. (3.3’)

Then F has a C∞b density.

Proof. Let us emphasise the changes with respect to the original Theorem 3.1. We
have to check that the condition (2.3) in Theorem 2.1 is satisfied. Actually, the
original proof is correct without the operator ε+

τ , or equivalently with k = 0 and
τ = ∅. For the case k ≥ 1, we simply have to apply the original proof to the
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variable F ◦ ε+
τ . This variable satisfies (3.1) from Lemma 3.2; it also satisfies (3.2)

and (3.3) for the matrix ψt ◦ ε+
τ ; thus, since Du(F ◦ ε+

τ ) = (DuF ) ◦ ε+
τ for almost

any u, (2.3) is satisfied. Moreover, the constants involved in the estimations do
not depend on τ .

Consequence on Theorem 4.1

Theorem 4.1 is correct if we replace the non-degeneracy condition (3.3) by the
above (3.3’).

With respect to the original proof, we have to check that the condition (3.2’)
is satisfied with ε+

τ . This means that in the computations we have to replace
respectively the solution Yt and the semi-flow φst by Yt ◦ ε+

τ and φst ◦ ε+
τ for τ =

(t1, x1, . . . , tk, xk), |xi| ≤ 1; the bounds have to be uniform in τ for k fixed. Proving
that the moments of Yt ◦ ε+

τ are bounded is similar to the original study of Yt. On
the other hand, we have to extend Lemma 4.3 and estimate sups,t

∣∣(φst ◦ ε+
τ )(k)(y)

∣∣.
The original proof can be used after inserting the k jumps (ti, xi) in the path of
the Lévy process X. The number of stopping times σj is not changed too much,
and the theorem follows.

Consequence on Corollaries 4.4 and 4.5

The two corollaries remain correct. This means that (3.3’) can be proved in the
two cases.

For Corollary 4.4, it is not a restriction to assume that ρ0 > 1, so that y 7→
y+ a(y, x) is a diffeomorphism for |x| ≤ 1. Then the times σj of the original proof
are not changed by ε+

τ , τ ∈ A(1)k, and (Z
σj

t ◦ ε+
τ )−1 can be estimated similarly.

For the proof of Corollary 4.5, the main point is that the variables Xt − Xs,
|t− s| ≥ δ, have uniformly bounded density; but a deterministic translation does
not modify the bound on the density, so the densities of (Xt − Xs) ◦ ε+

τ are also
bounded.
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