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Abstract

The purpose of these lectures is to provide an overview of the rational equivalence
for polynomial Poisson algebras arising from deformation theories. More precisely, we are
interested in the algebraic study of some commutative polynomial algebras S appearing as
semiclassical limits of noncommutative polynomial algebras U , with a Poisson structure
on S derived from the commutation bracket in U . In the significant situations, U can be
of “classical” type (differential operator algebras, enveloping algebras,...) or “quantum”
type (algebraic quantum groups,...), giving rise to two main types of Poisson structures
on S (“Poisson-Weyl” type or “Poisson-quantum” type). This Poisson structure can be
canonically extended to the field of fractions Q of S and our general problem concerns
the separation or the classification of the fields of rational functions Q up to Poisson
isomorphism.

The first part is devoted to exposing the necessary notions on Poisson algebras and
their fields of fractions, with examples, basic properties and first general results about
Poisson-rational equivalence.

The second part deals with the situation where S is the symmetric algebra S(g) of a
finite dimensional complex Lie algebra g, equipped with the Poisson bracket deduced from
the Lie bracket on g. Then the question of the rational equivalence or not of S(g) with a
Poisson-Weyl algebra appears as a Poisson-analogue of the classical problem of Gel’fand-
Kirillov about the noncommutative rational equivalence for the enveloping algebra U(g).
Positive answers are given for nilpotent g (M. Vergne 1972) and more recently solvable g
(P. Tauvel and R. Yu, 2010).

A similar formulation makes sense for quantum algebras, with results (K.R. Goodearl
and S. Launois, 2011) concerning wide classes of Poisson algebras defined as semiclassi-
cal limits of quantized coordinate rings. In this context, the main tools are a general
algorithmical method to reduce by localization the algebraic rules in the definition of
Poisson brackets, and the study of some suitable actions of algebraic tori by Poisson
automorphisms on the algebras under consideration.

The third part concerns the fields of invariants QG under the action of a group G of
Poisson automorphisms of S. In the philosophy of Noether’s problem in classical invariant
theory, an improvement (taking in consideration the Poisson structure) of a theorem of
Miyata can be proved to obtain a Poisson-isomorphism of QG with a field of fractions
of a Poisson-Weyl algebra, in the case of the Kleinian surfaces (J. Baudry 2009), and
for diagonalizable actions of G. Exploratory results about the Poisson-quantum situation
in dimension two lead to consider the action of Poisson-quantum automorphisms in the
Cremona group.

Acknowledgements: I would like to thank Patrick Le Meur for his careful reading of some parts of theses
notes, and Jacques Alev for many useful discussions about “Poisson noncommutativity” and around.



1 Poisson structures on rational functions fields

1.1 Poisson polynomial algebras

1.1.1 Basic notions on Poisson structures

Definition. A commutative k-algebra A is a Poisson algebra when there exists a bilinear
skew-symmetric map {·, ·} : A× A→ A satisfying the two conditions:

- Leibniz rule: {ab, c} = a{b, c}+ {a, c}b for all a, b, c ∈ A;

- Jacobi identity : {a, {b, c}}+ {b, {c, a}}+ {c, {a, b}} = 0 for all a, b, c ∈ A.

Then the Poisson bracket {·, ·} defines a structure of Lie algebra on A and acts as a
biderivation. It’s clear that a Poisson bracket on a finitely generated algebra A is entirely
determined by the values of {xi, xj} for i < j where x1, . . . , xN generate A.

Example 1. The commutative polynomial algebra in two variables S = k[x, y] is a
Poisson algebra for the bracket defined on the generators by:

{x, y} = 1, (1)

or equivalently for any P,Q ∈ S :

{P,Q} =
∂P

∂x

∂Q

∂y
− ∂Q

∂x

∂P

∂y
= P ′1Q

′
2 −Q′1P ′2. (2)

More generally, for any n ≥ 1, S = k[x1, . . . , xn, y1, . . . , yn] is a Poisson algebra for the
“symplectic” bracket defined on the generators by:

{xi, yj} = δi,j and {xi, xj} = {yi, yj} = 0, for all 1 ≤ i, j ≤ n, (3)

or equivalently for any P,Q ∈ S :

{P,Q} =
n∑
i=1

∂P

∂xi

∂Q

∂yi
− ∂Q

∂xi

∂P

∂yi
. (4)

We refer to this Poisson algebra as the Poisson-Weyl algebra, denoted by Sn(k).

Example 2. For any λ ∈ k, the commutative polynomial algebra S = k[x, y] is a Poisson
algebra for the “multiplicative” bracket defined on the generators by:

{x, y} = λxy. (5)

More generally, for any n ≥ 2 and for any n × n antisymmetric matrix λ = (λij) with
entries in k, S = k[x1, . . . , xn] is a Poisson algebra for the bracket defined on the generators
by:

{xi, xj} = λi,jxixj for all 1 ≤ i, j ≤ n. (6)
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We refer to this Poisson algebras as the Poisson-quantum plane and Poisson-quantum
space respectively, denoted by Pλ2(k) and Pλn(k) .

Example 3. Let F be a fixed element of the polynomial algebra in three variables
S = k[x, y, z]; then there exists a Poisson bracket on S defined for any P,Q ∈ S by :

{P,Q} = Jac(P,Q, F )

= (P ′2Q
′
3 −Q′2P ′3)F ′1 + (P ′3Q

′
1 −Q′3P ′1)F ′2 + (P ′1Q

′
2 −Q′1P ′2)F ′3.

The brackets on the generators are then {x, y} = F ′3, {y, z} = F ′1, {z, x} = F ′2.

More generally, one can prove (see [7] for complete detailed calculations) that S =
k[x1, . . . , xN ] is a Poisson algebra for the Poisson bracket defined (when N ≥ 3) for
any P,Q ∈ S by: {P,Q} = Jac(P,Q, F1, . . . , FN−2), where F1, . . . , FN−2 are arbitrary
chosen polynomials in S.

Remark 1 : Poisson structure on quotient algebras. An ideal I of a Poisson algebra A is
a Poisson ideal when {a, x} ∈ I for any a ∈ A, x ∈ I ; in this case, we also have {x, a} ∈ I
and the trivial observation {a, b}−{a′, b′} = {a−a′, b}+{a′, b− b′} for all a, b ∈ A allows
to define on the algebra A/I the induced bracket {a, b} = {a, b}.

Remark 2 : Poisson structure on localized algebras. Let X be a multiplicative set
containing 1 in a Poisson algebra A. Then there exists exactly one Poisson bracket {·, ·}
on the localization X−1A extending the bracket of A. It is given by:

{as−1, bt−1} = {a, b}s−1t−1 − {a, t}bs−1t−2 − {s, b}as−2t−1 + {s, t}abs−2t−2

for any a, b ∈ A, s, t ∈ X. In particular, if A is a domain, the Poisson bracket on A
extends canonically in a Poisson bracket on the field of fractions of A.

Remark 3 : Poisson structure on invariant algebras. Let G be a group of algebra
automorphisms of a Poisson algebra A. An element g ∈ G is said to be a Poisson
automorphism when g{a, b} = {g(a), g(b)} for all a, b ∈ A. If any g ∈ G is a Poisson
automorphism, then the Poisson bracket of two elements of the invariant algebra AG also
lies in AG. We say that AG is a Poisson subalgebra of A.

Remark 4 : Poisson center. The Poisson center of a Poisson algebra A is defined as the
set ZP(A) = {c ∈ A ; {c, a} = 0 for any a ∈ A}. It is a Poisson subalgebra of A satisfying
{ZP(A), A} ⊆ ZP(A).

Exercise 1. Prove that the unique Poisson bracket on k[x] is the trivial one.

Prove that, for any polynomial P ∈ k[x, y], there exists a Poisson bracket on k[x, y]
defined by {x, y} = P .

Prove that, for any polynomials P,Q,R ∈ k[x, y, z], there exists a Poisson bracket
on k[x, y, z] defined by {x, y} = R, {y, z} = P, {z, x} = Q if and only if, denoting
curl (P,Q,R) = (R′2 −Q′3, P ′3 −R′1, Q′1 − P ′2), we have (P,Q,R) · curl (P,Q,R) = 0.
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Exercise 2. Prove that the group SL2(k) acts linearly by Poisson automorphisms
on the Poisson-Weyl algebra S1(k), defined by:

g.x = αx+ βy and g.y = γx+ δy, for any g =
(
α β
γ δ

)
∈ SL2(k).

Prove more generally that the symplectic group Spn(k) acts linearly by Poisson
automorphisms on the Poisson-Weyl algebra Sn(k).

Exercise 3. Prove that the Laurent polynomial algebra k[x±1, y±1] is a Poisson
algebra for the Poisson bracket defined by (5), with λ fixed in k. We name it the
Poisson-quantum torus, denoted by Tλ2(k).

Prove that the group SL2(Z) acts by Poisson automorphisms on Tλ2(k), defined by:

g.x = xayb and g.y = xcyd, for any g =
(
a b
c d

)
∈ SL2(Z).

1.1.2 Poisson-Ore polynomial algebras

We need firstly some precisions about the terminology.

Terminology. Let A be a Poisson algebra. A derivation of A is a k-linear map σ : A→
A such as σ(ab) = σ(a)b+ aσ(b) for all a, b ∈ A. A Poisson derivation of A is a derivation
σ of A satisfying moreover:

σ({a, b}) = {σ(a), b}+ {a, σ(b)} for all a, b ∈ A. (7)

If σ is a Poisson derivation of A, a Poisson σ-derivation of A is a derivation δ of A
satisfying moreover:

δ({a, b}) = {δ(a), b}+ {a, δ(b)}+ σ(a)δ(b)− δ(a)σ(b) for all a, b ∈ A. (8)

Examples.

a. For any fixed element u ∈ A, the map σu : a 7→ {u, a} is a Poisson derivation; such
σu are called Hamiltonian derivations.

b. If σ = 0, a Poisson σ-derivation is just a Poisson derivation.

c. It is an easy exercise to check that, for any Poisson derivation σ and fixed element
u ∈ A, the map δ : A→ A defined by δ(a) = σ(a)u−{u, a} is a Poisson σ-derivation.
Such Poisson σ-derivations will be called here Hamiltonian Poisson σ-derivations.

We expose now a canonical way to extend a Poisson structure from an algebra A to the
polynomial algebra A[x]. This construction introduced by Oh in [27] is somewhat similar
to the classical noncommutative notion of Ore polynomial algebra.

Proposition and definition (S.-Q. Oh). Let A be a Poisson algebra. Let σ, δ be k-
linear maps on A. Then the polynomial ring A[x] becomes a Poisson algebra with Poisson
bracket defined by {a, b} = {a, b}A and

{x, a} = σ(a)x+ δ(a) for all a ∈ A (9)
3



if and only if σ is a Poisson derivation and δ is a Poisson σ-derivation. In this case, the
Poisson algebra A[x] is said to be a Poisson-Ore extension of A and is denoted by A[x]σ,δ.

Proof. Suppose that A[x] is a Poisson algebra satisfying (9). By identification in the Leibniz
identity:

σ(ab)x+ δ(ab) = {x, ab} = a{x, b}+ {x, a}b = (aσ(b) + σ(a)b)x+ aδ(b) + δ(a)b,

for all a, b ∈ A, the maps σ, δ are derivations of A. On the same way, Jacobi identity gives:

0 = {x, {a, b}}+ {{x, b}, a}+ {b, {x, a}}
= σ({a, b})x+ δ({a, b}) + {σ(b)x, a}+ {δ(b), a}+ {b, σ(a)x}+ {b, δ(a)}
=
[
σ({a, b})− {σ(a), b} − {a, σ(b)}

]
x

+ δ({a, b})− {δ(a), b} − {a, δ(b)} − σ(a)δ(b) + δ(a)σ(b).

Hence σ and δ satisfy (7) and (8). Conversely, assume now that (7) and (8) are satisfied. We
define a k-bilinear map {., .} : A[x]×A[x]→ A[x] by

{axn, bxm} = ({a, b}+mbσ(a)− naσ(b))xm+n + (mbδ(a)− naδ(b))xm+n−1 (10)

for all monomials axn et bxm in A[x]. Note that the case m = 0, n = 1, b = 1 is just (9). It is
clear from (10) that {f, g} = −{g, f} for all f, g ∈ A[x]. Since σ and δ are derivations of A, the
k-linear maps g 7→ {f, g} and g 7→ {g, f} are derivations of A[x] for any fixed f ∈ A[x]. Finally,
it follows by induction on `,m, n (see [27] for more details) from (7) and (8) that

{{ax`, bxm}, cxn}+ {{bxm, cxn}, ax`}+ {{cxn, ax`}, bxm} = 0

for all a, b, c ∈ A and all nonnegative integers `,m, n, which is enough to prove Jacobi identity.

Remark 1. This proposition shows in particular that, if A[x] is a Poisson algebra such
that A is a Poisson subalgebra and {A, x} ⊂ Ax+A, then A[x] is a Poisson-Ore extension
A[x]σ,δ for some well chosen σ, δ.

Remark 2. The construction of Poisson-Ore extensions can be easily iterated. We
start with the commutative polynomial algebra k[x1]. This is a Poisson algebra for the
trivial Poisson bracket. Hence conditions (7) and (8) are trivially satisfied for any deriva-
tions σ2, δ2 in k[x1] and we can consider the two variables Poison-Ore polynomial algebra
k[x1][x2]σ2,δ2 with Poisson bracket defined by (9) from relation {x1, x2} = σ(x2)x2 +δ(x2).
By iteration, we can consider iterated Poisson-Ore extensions:

k[x1][x2]σ2,δ2 [x3]σ3,δ3 . . . [xn]σn,δn (11)

with σi a Poisson derivation of Ai = k[x1][x2]σ2,δ2 . . . [xi−1]σi−1,δi−1
and δi a Poisson σi

derivation of Ai, for any i = 2, . . . , n.

Example 1. The Poisson-Weyl algebra introduced in example 1 of 1.1.1 is an iterated
Poisson-Ore extension:

Sn(k) = k[y1, . . . , yn][x1]0,∂y1 [x2]0,∂y2 . . . [xn]0,∂yn , (12)
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the bracket being trivial on k[y1, . . . , yn] and satisfying {xi, yj} = 0 × yi + ∂yi(yj) for all
1 ≤ i, j ≤ n.

Example 2. The Poisson-quantum space introduced in example 2 of 1.1.1 is an iterated
Poisson-Ore extension:

Pλn(k) = k[x1]σ1,0[x2]σ2,0 . . . [xn]σn,0, (13)

with σi =
∑

1≤j<i λijxj∂xj , the bracket being defined from {xi, xj} = λijxjxi + 0.

Remark 3. The localization of a Poisson-Ore extension A[x]σ,δ with respect to the powers
of x is by remark 2 of 1.1.1 a Poisson algebra for the bracket extended by relation

{x−1, a} = −σ(a)x−1 − δ(a)x−2 for any a ∈ A. (14)

We denote it by A[x±1]σ,δ.

Exercise 1. Let A be a Poisson algebra, σ a Poisson derivation of A and δ an
Hamiltonian Poisson σ-derivation (in the sense of point c in the terminology above).
Prove that, up to a change of variable, A[x]σ,δ = A[x′]σ,0.

Exercise 2. Let A be a Poisson algebra, σ a Poisson derivation of A and δ a
Poisson σ-derivation of A. Check that σ(ZP(A)) ⊆ ZP(A). We suppose moreover
that A is a field K. Prove that, if there exists some c ∈ ZP(K) such that σ(c) 6= 0,
then δ is the Hamiltonian Poisson σ-derivation determined by u = δ(c)σ(c)−1 ∈ K,
and then, up to a change of variable, K[x]σ,δ = K[x′]σ,0.

Exercise 3 (see proposition 2.9 of [36]). Let K be a Poisson algebra which is a
field and δ a non Hamiltonian Poisson derivation of K. Prove that the Poisson-Ore
algebra S = K[x]0,δ is Poisson simple (i.e. there is no nonzero proper Poisson ideal
in S). [Hint: suppose that there exists a Poisson ideal I of S such that I 6= (0)
and I 6= S; define n = min(deg p ; p ∈ I) ≥ 1 and take p ∈ I of degree n with
leading coefficient 1; for any a ∈ K, compute {p, a} ∈ I and deduce that {p, a} = 0;
conclude that δ is Hamiltonian, so a contradiction].

Exercise 4. Consider the Poisson-Weyl algebra Sn(k) = k[x1, . . . , xn, y1, . . . , yn]
with Poisson bracket (3). For any 1 ≤ i ≤ n, set wi = xiyi. Prove that:

{xi, wi} = xi, {xi, wj} = {wi, wj} = {xi, xj} = 0 if j 6= i,

Prove that the localization of Sn(k) with respect of the powers of the xi’s is the
localized Poisson-Ore iterated extension:

S′n(k) := k[w1, w2, . . . , wn][x±1
1 ]∂w1 ,0

[x±1
2 ]∂w2 ,0

· · · [x±1
n ]∂wn ,0.

Show that, setting ti = −x−1
i wi for any 1 ≤ i ≤ n, we also have:

S′n(k) := k[x±1
1 , x±1

2 . . . x±1
n ][t1]0,∂x1 [t2]0,∂x2 · · · [tn]0,∂xn .
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1.1.3 Deformations and semiclassical limits

We fix a commutative principal ideal domain R containing k and an element h ∈ R with
hR a maximal ideal of R. Suppose that B is a non necessarily commutative torsion free
R-algebra for which the quotient A := B/hB is commutative. Thus any u, v ∈ B satisfy
(u + hB)(v + hB) = (v + hB)(u + hB) and then [u, v] := uv − vu ∈ hB. We denote by
γ(u, v) the element of B defined by [u, v] = hγ(u, v). We set:

{u, v} = γ(u, v) for any u, v ∈ A.

This is independent of the choice of u, v.

If u′ = u + hw with w ∈ B, we have [u′, v] = [u, v] + h[w, v] since h is central;
thus hγ(u′, v) = hγ(u, v) + h2γ(w, v), then γ(u′, v) = γ(u, v) + hγ(w, v) and so
γ(u′, v) = γ(u, v). The result follows by antisymmetry.

This defines a Poisson bracket on A.

Jacobi identity holds for [·, ·], thus for γ(·, ·) because h is central, and then for {·, ·}.
Using again the centrality of h, the Leibniz rule for {·, ·} follows from [uv,w] =
u[v, w] + [u,w]v for all u, v, w ∈ B.

Definitions. With the previous data and notation, we say that:

- the noncommutative algebra B is a quantization of the Poisson algebra A, and A is
the semiclassical limit of B,

- for any λ ∈ k such that the central element h − λ of B is non invertible in B, the
algebra Aλ := B/(h− λ)B is a deformation of the Poisson algebra A.

A = B/hB

quantization
--

deformation

$$

B

}}

semiclassical limit
oo

Aλ = B/(h− λ)B

Example 1. Let g be a complex finite dimensional Lie algebra. Let B be the homoge-
nized enveloping algebra Uh(g) of g, that is B is the C[h]-algebra with generators a basis
{x1, . . . , xn} of g and relations: xixj−xjxi = h [xi, xj]g. It’s clear that B is a quantization
of the algebra A = C[x1, . . . , xn] ' S(g) ' O(g∗) with the so-called Kirillov-Kostant-
Souriau Poisson bracket defined on the generators by {xi, xj} = [xi, xj]g, and that the
enveloping algebra U(g) ' B/(h− 1)B is a deformation of A .
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S(g)

quantization
--

deformation

��

Uh(g)

��

s.c. limit
oo

U(g)

Example 2. Let An(k) be the n-th Weyl algebra, i.e. the algebra generated over k by
2n generators q1, . . . , qn, p1, . . . , pn with relations:

[pi, qi] = 1, [pi, qj] = [pi, pj] = [qi, qj] = 0 for i 6= j, (15)

where [ . , . ] is the commutation bracket (i.e. [a, b] = ab− ba for all a, b ∈ An(k)).

The monomials (qi11 . . . q
in
n p

j1
1 . . . p

jn
n )i1,...,in,j1,...,jn∈N are a k-left basis of the algebra An(k).

For any nonnegative integer m, denote by Fm the k-vector space generated in An(k) by
monomials qi11 . . . q

in
n p

j1
1 . . . p

jn
n such that i1 + · · ·+ in + j1 + · · ·+ jn ≤ m. We have:

F0 ⊆ F1 ⊆ F2 ⊆ · · · ⊆ An(k), An(k) =
⋃
i≥0 Fi, FiFj ⊆ Fi+j.

In other words, F = (Fi)i≥0 is a filtration of An(k), called the Bernstein filtration. We
define Gi = Fi/Fi−1 and the k-vector space grF (An(k)) :=

⊕
i≥0(Fi/Fi−1), with con-

vention F−1 = 0, is an algebra for the product defined on each homogeneous component
Gi := Fi/Fi−1 (and then linearly extended) by:

(ai + Fi−1)(aj + Fj−1) = aiaj + Fi+j−1, for all i, j ≥ 0, ai ∈ Fi, aj ∈ Fj (?).

We have GiGj ⊆ Gi+j for all nonnegative integers i, j, and an easy calculation from relations
(15) shows that the graded algebra S := grF (An(k)) is isomorphic to the commutative
polynomial algebra in 2n variables k[x1, . . . , xn, y1, . . . , yn]. Using the fact that [Fi,Fj] ⊆
Fi+j−1 for all i, j ≥ 0, we can apply the semiclassical limit process, with R = k[h] and B
be the Rees algebra of An(k) related to the filtration F , to build a Poisson bracket on S:

{ai + Fi−1, aj + Fj−1} = [ai, aj] + Fi+j−2 for all i, j ≥ 0, ai ∈ Fi, aj ∈ Fj. (??)

Proof. By definition, B is the subalgebra
⊕

i≥0 Fih
i in the algebra An(k)[h] =

An(R) with R = k[h], with central indeterminate h.

• The linear map ϕ : B → S defined by aih
i 7→ ai + Fi−1 is clearly surjective

and a morphism of algebras for the product (?) in S. It is clear that hB ⊂ kerϕ
because ϕ(h) = 1 + F0 = 0 in S. Conversely, take f = a0 + a1h + · · · + aih

i in
B with a0, a1, . . . , ai be elements of F0,F1, . . . ,Fi respectively and suppose that
ϕ(f) = 0. Then: a0 + F−1 = 0, a1 + F0 = 0, . . . , ai + Fi−1 = 0, that means
a0 = 0, a1 ∈ F0, . . . , ai ∈ Fi−1. Thus f = h(a1 + a2h+ · · ·+ aih

i−1). We conclude
that kerϕ = hB and ϕ̃ : B/hB → S is an isomorphism of algebras.

• The linear map ψ : B → An(k) defined by aih
i 7→ ai is clearly surjective and a

morphism of algebras. We have ψ(h−1) = 1−1 = 0 in An(k) thus (h−1)B ⊂ kerψ.
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Now consider f = a0 + a1h + · · · + aih
i ∈ B with a0, a1, . . . , ai be elements of

F0,F1, . . . ,Fn respectively such that ψ(t) = 0. Then: a0 + a1 + · · · + ai = 0.
Therefore f = a0(1− hi) + a1h(1− hi−1) + · · ·+ ai−1h

i−1(1− h) ∈ (h− 1)B. Hence
kerψ = (h− 1)B and ψ̃ : B/(h− 1)B → An(k) is an isomorphism of algebras.

• For ai ∈ Fi, aj ∈ Fj we have [aih
i, ajh

j ] = [ai, aj ]h
i+j = hγ(aih

i, ajh
j) with

notation γ(aih
i, ajh

j) = [ai, aj ]h
i+j−1 = ai+j−1h

i+j−1, where ai+j−1 := [ai, aj ] lies

in Fi+j−1 because of the property [Fi,Fj ] ⊆ Fi+j−1 of the Bernstein filtration.

Thus the Poisson bracket defined on B/hB by deformation process is given by

{aihi + hB, ajh
j + hB} = [ai, aj ]h

i+j−1 + hB whose image by ϕ̃ is (??).

The calculation of this bracket of S on elements of F1 gives {xi, xj} = [pi, pj] = 0,
{yi, yj} = [qi, qj] = 0 and {xi, yj} = [pi, qj] = δi,j. We conclude that S is Poisson
isomorphic to the Poisson-Weyl algebra Sn(k) defined in example 1 of 1.1.1.

Sn(k) ' grFAn(k) ' B/hB

quantization
..

deformation

((

ReesF (An(k)) = B

xx

semiclassical limit
oo

An(k) ' B/(h− 1)B

In the “classical” examples 1 and 2, the principal ideal domainR was just k[h]. In quantum
algebra construction, a standard choice is R = k[q, q−1] and h = q − 1 when the relations
laws depend on a single quantification parameter. In the multiparamater cases, it is more
convenient to take R = k[[h]]. We will use the notation e(α) = exp(αh) =

∑
i≥0

1
i!
αihi for

any α ∈ k, observing that e(α + β) = e(α)e(β).

Example 3. Let λ = (λij) a n × n antisymmetric matrix with entries in k. Denoting
qij = e(λij) ∈ R := k[[h]], the matrix q = e(λ) = (qij) is multiplicatively antisymmetric
with entries in R. We can consider the multiparameter quantized coordinate ring of affine
n-space (or simply quantum n-space) B := Oq(Rn) = Rq[t1, . . . , tn], which is by definition
the algebra generated over R by n generators t1, . . . , tn with relations:

titj = qijtjti for all 1 ≤ i, j ≤ n. (16)

Observe that hR is maximal in R and B is a free R-module. Denoting by S = k[x1, . . . , xn]
the commutative polynomial algebra in n indeterminates over k, the additive map ϕ :
B → S defined by ϕ(r(h)tm1

1 . . . tmn
n ) = r(0)xm1

1 . . . xmn
n is a ring homomorphism (because

e(λij)(0) = 1), surjective, with kerϕ = hB. We compute:

[ti, tj] = (qij − 1)tjti =
∑
m≥1

λmijh
m

m!
tjti = h

(
λijtjti +

∑
m≥1

λm+1
ij hm

(m+1)!
tjti
)
.

Hence, applying the semiclassical limit process, we introduce γ(ti, tj) := h−1[ti, tj] ∈ B
and define in A ' B/hB the Poisson bracket:
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{xi, xj} = {ti, tj} = γ(ti, tj) = λijxixj for any 1 ≤ i, j ≤ n.

We recover relations (6) and conclude that S is Poisson isomorphic to the Poisson-quantum
space Pλn(k) defined in example 2 of 1.1.1.

Pλn(k) ' B/hB

quantization
..

Oe(λ)(k[[h]]n) = B
semiclassical limit
oo

Example 4. Let p = (pij) a n × n antisymmetric matrix with entries in k, and λ ∈ k.
Denoting qij = e(pij) ∈ R := k[[h]], the matrix q = e(λ) = (qij) is multiplicatively
antisymmetric with entries in R. We also introduce µ = e(λ) ∈ R and consider the
multiparameter quantum n× n matrix algebra B := Oq,µ(Mn(R)), which is by definition
the noncommutative algebra generated over R by n2 generators tij, 1 ≤ i, j ≤ n, with
relations:

tlmtij =


qliqjm tijtlm + (µ− 1)qli timtlj if l > i and m > j,
µ qliqjm tijtlm if l > i and m ≤ j,
qjm tijtlm if l = i and m > j.

(17)

The standard single parameter relations are recovered when µ = q−2 and qij = q for all
i > j. When µ = 1, we just have a multiparameter quantum affine n2-space Oq(Rn2

)
in the sense of previous example, for suitable q. It is easy to observe that B is a free
R-module (for instance viewing B as an noncommutative iterated Ore extension of R).
By calculations similar to those in example 3, we check that B/hB = O(Mn(k)) is the
commutative algebra B/hB = O(Mn(k)) in n2 generators xij (1 ≤ i, j ≤ n) over k, and
the Poisson structure deduced on it by the semiclassical limit process is defined by:

{xlm, xij} =


(pli + pjm)xijxlm + λximxlj if l > i and m > j
(λ+ pli + pjm)xijxlm if l > i and m ≤ j
pjmxijxlm if l = i and m > j.

(18)

Using notation O(Mn(k))p,λ for this Poisson algebra, we have:

O(Mn(k))p,λ ' B/hB

quantization
..

Oe(p),e(λ)(Mn(k[[h]]n)) = B
semiclassical limit
oo

Remark. An important observation on relations (18) is the fact that, if (i, j) <lex

(l,m), then xijxlm = axlm+b where a, b are polynomials in the generators xkh where
(k, h) <lex (l,m). Hence, when the xij ’s are adjoined in lexicographic order, the
Poisson algebra O(Mn(k))p,λ can be described as an iterated Poisson-Ore extension:

O(Mn(k))p,λ = k[x11][x12]σ12,δ12 [x13]σ13,δ13 . . . [xnn]σnn,δnn , (19)
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where σlm is the Poisson derivation and δlm is the Poisson σlm-derivation of the
subalgebra generated by the xij ’s with (i, j) <lex (l,m) defined, for any 1 ≤ l,m ≤ n,
by:

σlm(xij) =


(pli + pjm)xij if l > i and m > j,
(λ+ pli + pjm)xij if l > i and m ≤ j
pjmxij if l = i and m > j,

(20)

δlm(xij) =

{
λximxlj if l > i and m > j,
0 in other cases.

(21)

Examples 5. In the continuation of examples 3 and 4, the article [20] studies Pois-
son analogues of some others significant families of multiparameter quantum algebras
(quantum symplectic spaces, quantum even or odd-dimensional euclidian spaces, quan-
tum symmetric and quantum antisymmetric matrices), which are described in terms of
semiclassical limits and as iterated Poisson-Ore extensions.

1.2 Rational equivalence of polynomial Poisson algebras

Let A and A′ be two Poisson algebras which are domains, with respective fields of fractions
K and K ′ equipped with the canonical extensions of the Poisson brackets. We say that A
and A′ are rationally equivalent (as Poisson algebras) is there exists a (ring) isomorphism
ϕ : K → K ′ which is a Poisson morphism, i.e. ϕ({a, b}K) = {ϕ(a), ϕ(b)}K′ for all a, b ∈ K.

Remark. In most cases studied in the following, we will have A = k[x1, . . . , xn]
and A′ = k[x′1, . . . , x

′
n] with Poisson brackets defined on the generators:

{xi, xj}A = fij(x1, . . . , xn) and {x′i, x′j}A′ = gij(x
′
1, . . . , x

′
n)

for some fij ∈ A, gij ∈ A′ for all 1 ≤ i, j ≤ n. Then a necessary and sufficient con-
dition for A and A′ to be rationally equivalent is the existence of elements y1, . . . , yn
in K = k(x1, . . . , xn) such that:

K = k(y1, . . . , yn) and {yi, yj}K = gij(y1, . . . , yn) for all 1 ≤ i, j ≤ n

which allows to make explicit a Poisson isomorphism K → K ′ (defined by yi 7→ x′i
for any 1 ≤ i ≤ n).

1.2.1 Poisson-Ore rational functions fields

Notation. Suppose that A is a domain with field of fractions K. If σ is a Poisson
derivation and δ is a σ-derivation of A, their canonical extensions into derivations of
K also satisfy (7) and (8) for all a, b ∈ K and for the Poisson bracket extended to K
by remark 2 of 1.1.1. Hence we can consider the Poisson-Ore extension B = K[x]σ,δ.
Applying again remark 2 of 1.1.1 to FracB, we obtain a Poisson-Ore structure on the
field of rational functions K(x) and we naturally denote it by:

Frac (A[x]σ,δ) = Frac (K[x]σ,δ) = K(x)σ,δ. (22)
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Lemma. We suppose here that the base field k is of characteristic zero. Let K be
a commutative field with a structure of Poisson algebra over k. Let σ be a Poisson
derivation of K. If σ is not Hamiltonian, then the Poisson center of the field K(x)σ,0 is:

ZP(K(x)σ,0) = ZP(K) ∩ kerσ.

Proof. Let f be a nonzero element of K(x). We can develop it canonically in K((x)) as a
Laurent series f =

∑
n≥m anx

n where m ∈ Z is the valuation of f and an ∈ K for any n ≥ m
with am 6= 0. Since {x, a} = σ(a)x for any a ∈ K, the Poisson bracket on K(x) can be extended
naturally to K((x)). In particular, for any a ∈ K, we have:

{f, a} =
∑
n≥m
{anxn, a} =

∑
n≥m

({an, a}xn + nan{x, a}xn−1) =
∑
n≥m

({an, a}+ nanσ(a))xn.

If f ∈ ZP(K(x)σ,0), then {f, a} = 0 for any a ∈ K and therefore nanσ(a) = {a, an}. Since

σ is not Hamiltonian and chark = 0, it follows that an = 0 for any n 6= 0. In other words,

f = a0 ∈ K, and more precisely f ∈ ZP(K). Now the condition {x, f} = 0 implies σ(f) = 0.

Remark. It is proved similarly in proposition 2.9 of [36] that: if δ is a non Hamiltonian
Poisson derivation of K, then the Poisson center of K(x)0,δ is ZP(K(x)0,δ) = ZP(K)∩ker δ.

Example 1 (first Poisson-Weyl field). We consider, as in example 1 of 1.1.1 or (12),
the first Poisson-Weyl algebra S1(k). Its field of fractions (with the extended Poisson
structure) will be named here the first Poisson-Weyl field and denoted by F1(k):

F1(k) = FracS1(k) = k(y)(x)0,∂y = k(x)(y)0,−∂x . (23)

It would be useful in many circumstances to give another presentation of F1(k). Set
w = xy; of course k(x, y) = k(x,w) and relation {x, y} = 1 becomes {x,w} = x. Hence:

F1(k) = FracS1(k) = k(w)(x)∂w,0 = k(x)(w)0,−x∂x. (24)

Applying the lemma above, we obtain:

if k is of characteristic zero, then ZP(F1(k)) = k. (25)

Example 2 (first Poisson-quantum field). We consider, as in example 2 of 1.1.1 or (13),
the Poisson-quantum plane Pλ2(k) for some λ ∈ k. Its field of fractions (with the extended
Poisson structure) will be named here the first Poisson-quantum field parametrized by λ
and denoted by Qλ

2(k):

Qλ
2(k) = FracPλ2(k) = k(y)(x)λy∂y ,0. (26)

Applying the lemma above, we obtain:

if k is of characteristic zero, and λ 6= 0, then ZP(Qλ
2(k)) = k. (27)
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Then we can give the following classification up to rational equivalence of quadratic Pois-
son polynomial algebras in two variables (see also exercise 1 below).

Proposition. We suppose here that k is algebraically closed. Let S = k[x, y] with a
Poisson bracket defined from {x, y} = P (x, y) for some polynomial P of total degree ≤ 2.
Then, FracS = k(x, y) is Poisson isomorphic to F1(k) or to Qλ

2(k) for some λ ∈ k.

Proof. The proof is by direct calculation of adapted rational generators. We denote P (x, y) =
αx2 + βyx+ γy2 + λx+ µy + η with α, β, γ, λ, µ, η ∈ k.
• Case 1.1: α = 0 and β 6= 0. The element x′ := x + (βy + λ)−1(γy2 + µy + η) satisfies
k(y)[x] = k(y)[x′] with {x′, y} = (βy + λ)x′. Then y′ := βy + λ satisfies k(y)[x′] = k(y′)[x′] and

{x′, y′} = βx′y′. We conclude that k(x, y) = k(x′, y′) is Poisson isomorphic to Qβ2 (k).

• Case 1.2: α = β = 0 and λ 6= 0. The element x′ := x + λ−1(γy2 + µy + η) satisfies
k[y, x] = k[y, x′] with {x′, y} = λx′. Then y′ := λ−1(x′)−1y satisfies k(x′)[y] = k(x′)[y′] and
{x′, y′} = 1. We conclude that k(x, y) = k(x′, y′) is Poisson isomorphic to F1(k).

• Case 1.3: α = β = λ = 0. The element x′ := (γy2 + µy + η)−1x satisfies k(y)[x] = k(y)[x′]
with {x′, y} = 1. We conclude that k(x, y) = k(x′, y) is Poisson isomorphic to F1(k).

We suppose in the following that α 6= 0. We have: {x, y} = α(x+ βy+λ
2α )2− (βy+λ)2

4α +γy2 +ηy+µ.

The element x′ := x+ βy+λ
2α satisfies k[y, x] = k[y, x′] and we compute:

{x′, y} = {x, y} = αx′2 − β2−4αγ
4α y2 − βλ−2αη

2α y − λ2−4αµ
4α .

• Case 2.1: β2 6= 4αγ. Then this bracket can be rewritten:

{x′, y} = αx′2 − β2−4αγ
4α

[
y2 + 2βλ−2αη

β2−4αγ
y
]
− λ2−4αµ

4α .

The element y′ := y+ βλ−2αη
β2−4αγ

satisfies k[y, x′] = k[y′, x′] and {x′, y′} = {x′, y} = αx′2− ζy′2 + ξ,

where ζ = β2−4αγ
4α ∈ C× and ξ ∈ C deduced from the resting terms. We choose α′, ζ ′ ∈ C× square

roots of α, ζ and we define x′′ := α′x′−ζ ′y′ and y′′ := α′x′+ζ ′y′, so that k[y′, x′] = k[y′′, x′′] with
relation {x′′, y′′} = 2α′ζ ′{x′, y′} = 2α′ζ ′x′′y′′+2α′ζ ′ξ. A last change of variable x′′′ := x′′+ξy′′−1

leads to k(y′′)(x′′) = k(y′′)(x′′′) and {x′′′, y′′} = 2α′ζ ′x′′′y′′. We conclude that k(x, y) = k(x′′′, y′′)

is Poisson isomorphic to Q2α′ζ′

2 (k).

• Case 2.2: β2 = 4αγ and βλ 6= 2αη. We have {x′, y} = 2αη−βλ
2α y + αx′2 − λ2−4αµ

4α . By a first

polynomial change of variable y′ := y + (αx′2 − λ2−4αµ
4α )( 2α

βλ−2αη ), we have k[y, x′] = k[y′, x′]

and {x′, y′} = 2αη−βλ
2α y′. Setting x′′ := ( 2α

βλ−2αη )y′−1x′, we obtain k(y′)[x′] = k(y′)[x′′] and

{x′′, y′} = 1. Hence k(x, y) = k(x′′, y′) is Poisson isomorphic to F1(k).

• Case 2.3: β2 = 4αγ and βλ = 2αη. The bracket {x′, y} = αx′2− λ2−4αµ
4α reduces to {x′, y′} = 1

by the rational change of variable y′ = (αx′2 − λ2−4αµ
4α )−1y, and we conclude that k(x, y) =

k(x′, y′) is Poisson isomorphic to F1(k).

Example 3 (Poisson-Weyl fields). The n-th Poisson-Weyl field Fn(k) is the field of
fractions of the n-th Poisson-Weyl algebra defined in example 1 of 1.1.1 or by (12):

Fn(k) = FracSn(k) = k(y1, . . . , yn)(x1)0,∂y1
(x2)0,∂y2

. . . (xn)0,∂yn , (28)
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The products wi = xiyi for all 1 ≤ i ≤ n satisfy the relations

{xi, wi} = xi, {xi, wj} = {wi, wj} = 0 if j 6= i, (29)

and provide an alternative presentation as a field of fractions of an iterated Poisson-Ore
extension:

Fn(k) = k(w1, w2, . . . , wn)(x1)∂w1 ,0
(x2)∂w2 ,0

· · · (xn)∂wn ,0. (30)

If we replace k by a purely transcendental extension K = k(z1, z2, . . . , zt) of degree t of
k, the Poisson field Fn(K) is denoted by Fn,t(k). By convention, we set F0,t(k) = K. To
sum up:

Fn,t(k) = Fn(k(z1, . . . , zt)) for all t ≥ 0, n ≥ 0. (31)

One can prove using inductively the lemma above that:

if k is of characteristic zero, then ZP(Fn,t(k)) = k(z1, . . . , zt). (32)

Example 4 (Poisson-quantum fields). For any n × n antisymmetric matrix λ = (λij)
with entries in k, the n-th Poisson-quantum field Qλn(k) is the field of fractions of the n-th
Poisson-quantum space defined in example 2 of 1.1.1 or by (13):

Qλn(k) = k(x1)σ1,0(x2)σ2,0 . . . (xn)σn,0, (33)

with σi =
∑

1≤j<i λijxj∂xj , traducing the brackets {xi, xj} = λijxjxi + 0.

It will be useful in the following to observe that the bracket of two monomials in Qλn(k)
can be expressed by:

{xa,xb} =
∑

1≤l,m≤n

albmλlmx
a+b = (aλ btr)xa+b for all a, b ∈ Zn, (34)

with the global notation xa = xa11 x
a2
2 . . . xann for a = (a1, a2, . . . , an).

Exercise 1 (example in degree 3 on the plane). Let S = k[x, y] with bracket:

{x, y} = λ(y − α)(y − β)x,

for some α, β, λ ∈ k, λ 6= 0. Prove that FracS = k(x, y) is Poisson isomorphic to
F1(k) when α = β, and to Qλ′2 (k) for λ′ = λ(α− β) when α 6= β.

Hint: in the first case, take k(x, y) = k(x, y′) for y′ = (y − α)x and then k(x, y′) =
k(x′, y′) for x′ = λ−1xy′−2 ; in the second case, take k(x, y) = k(x, y′′) for y′′ =
(y − α)(y − β)−1x.

Exercise 2 (2×2 matrices). Let S be the Poisson algebra defined on the coordinate
algebra k[x, y, z, t] of the 2×2 matrices with entries in k (see [27], or above example
4 of 1.1.3 with particular values n = 2, p12 = −2 = −p21, λ = −4) by:

{x, y} = 2xy, {x, z} = 2xz, {x, t} = 4yz,
{y, z} = 0, {y, t} = 2yt, {z, t} = 2zt.
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Prove that F = FracS is Poisson isomorphic to Qλ2(K) for λ = 2 and K a purely
transcendental extension of degree 2 of k.

Hint: check that u := xt − yz ∈ ZP(S) and v := y−1z ∈ ZP(F ); deduce that

F = k(u, v)(y)(x)σ,0 for σ = 2y∂y.

Exercise 3 (semi-classical limits of 3-Calabi-Yau algebras). Two types of Poisson
algebras arise from the classification of [8]:

the “jordanian” A = k[x, y, z] with {z, y} = 2xz, {z, x} = 0, {y, x} = x2,

the “multiplicative” S = k[x, y, z] with {x, y} = xy, {y, z} = yz, {z, x} = zx.

Prove that FracA is Poisson isomorphic to F1,1(k), and FracS is Poisson isomorphic
to Qλ2(K) for λ = 1 and K a purely transcendental extension of degree 1 of k.

Hint: check that u := x2z lies in the Poisson center of A, and v := xyz lies in the
Poisson center of S.

1.2.2 Rational classification and rational separation results

In all this section, we suppose that the base field k is of characteristic zero.

We address here the question of when Poisson-Weyl fields or Poisson-quantum fields are
Poisson isomorphic or not. Most results come from [20] and can be viewed as Poisson
analogues of noncommutative similar problems studied in [1], [29] or [31]. We start with
the following observation:

Observation. Poisson-Weyl fields Fn,t(k) and Fm,s(k) are Poisson isomorphic if and
only if m = n and s = t.

Proof. By (31) and (32), 2n+t is the transcendence degree of Fn,t(k) and t is the transcendence
degree of its Poisson center.

The same question for Poisson-quantum fields is of course more difficult since dimensional
invariants are not sufficient to take into consideration the complexity of the n2 parameters
of the matrix λ encoding the Poisson structure. We will see that it is necessary in this
case to consider the set of all matrices B λBtr for B ∈ Mn(Z) as an invariant of Qλn(k).
The first step is the following key result:

Proposition 1. Let λ and µ two n×n antisymmetric matrices with entries in k. If there
exists A ∈ GLn(Z) such that µ = AλAtr, then Qµn(k) and Qλn(k) are Poisson isomorphic.

Proof. Let a1, . . . , an be the rows of A, set yi = xai for 1 ≤ i ≤ n and observe using (34) that:

{yi, yj}λ = (aiλa
tr
j )yiyj = µijyiyj for all 1 ≤ i, j ≤ n. (35)

A being invertible, the xi’s lie in k(y1, . . . , yn), so the yi’s are algebraically independent over k
and k(y1, . . . , yn) = k(x1, . . . , xn). The k-algebra automorphism φ defined by yi 7→ xi for any
1 ≤ i ≤ n becomes a Poisson isomorphism Qλn(k)→ Qµn (k) since we have:

φ({yi, yj}λ) = φ(µijyiyj) = µijφ(yi)φ(yj) = µijxixj = {xi, xj}µ = {φ(yi), φ(yj)}µ,
14



Notations. We introduce for a Poisson-quantum field Qλn(k) the two following adapta-
tions of the noncommutative rational invariants of [1].

(i) Bλ is the k-vector space Bλ ∩ k, where Bλ = {Qλn(k),Qλn(k)} is the k-subspace of
Qλn(k) generated by all brackets {f, g} for f, g ∈ Qλn(k).

(ii) Cλ is the subset Cλ ∩Mn(k), where Cλ is the subset of Mn(Qλn(k)) whose elements
are all matrices ({fi, fj}f−1

i f−1
j )1≤i,j≤n for all nonzero elements f1, . . . , fn in Qλn(k).

Proposition 2. Let λ be a n× n antisymmetric matrix with entries in k. Then:

Bλ = (0) and Cλ = {AλAtr ; A ∈Mn(Z)}.

Proof. Here K = Qλn(k) = k(x1, . . . , xn) with Poisson bracket (6), or more generally (34). Put
the lexicographic order on Zn and denote by L the corresponding Hahn-Laurent power series field
in x1, . . . , xn. The elements of L are formal series

∑
a∈I αax

a where I is a well-ordered subset
of Zn and the coefficients αa lie in k. The field L contains the subring of Laurent polynomials
k[x±1 , . . . , x

±1
n ] (corresponding to the series whose support is finite) and then its field of fractions

K. The Poisson bracket (6) extends to L by setting:

{f, g} =
n∑

i,j=1
λijxixj∂xi(f)∂xj (g) for all f, g ∈ L,

which is well-defined in L because the supports of xi∂xi(f) and xj∂xj (g) are contained in those
of f and g.
• Let f =

∑
a∈I αax

a and g =
∑

b∈J βbx
b be two elements in L, for I, J well-ordered subset of

Zn and αa, βb ∈ k. Since xi∂xi(αax
a) = aiαax

a, we have:

{f, g} =
n∑

i,j=1
λij
( ∑
a∈I

aiαax
a
)( ∑

b∈J
bjβbx

b
)

=
∑

a∈I,b∈J

( n∑
i,j=1

λijaibj
)
αaβbx

a+b. (36)

Denoting by π : L→ k the k-linear map that gives the constant term (i.e. the coefficient of x0

in the development), we deduce that:

π({f, g}) =
∑

a∈I,j∈J
a+b=0

( n∑
i,j=1

λijaibj
)
αaβb =

∑
a∈I∩(−J)

(
−

n∑
i,j=1

λijaiaj
)
αaβ−a.

Since λ is antisymmetric, we have λijaiaj + λjiajai = 0 for all i, j = 1, . . . , n and then each of
the sums

∑n
i,j=1 λijaiaj is zero. Thus π({f, g}) = 0. We conclude that Bλ = (0).

• The identity (35) doesn’t depend on the the property for A to be invertible or not. Therefore
we have AλAtr ∈Mn(k) for any A ∈Mn(Z). Hence it suffices to show that for any (y1, . . . , yn) ∈
(L×)n, the matrix

(
π({yi, yj}(yiyj)−1)

)
has the form AλAtr for some A ∈Mn(Z).

Write each yi =
∑

a∈I(i) αi,ax
a where I(i) is a well-ordered subset of Zn with minimum element

m(i) and coefficients αi,a in k such that αi,m(i) 6= 0. Then y−1
i =

∑
b∈J(i) βi,bx

b where J(i) is
a well-ordered subset of Zn with minimum element −m(i) and coefficients βi,b in k satisfying
βi,−m(i) = α−1

i,m(i). For all 1 ≤ i, j ≤ n, any element c ∈ Zn in the support of the series {yi, yj}
satisfies c ≥ m(i) +m(j), see (36), and so applying (34), we have:

π({yi, yj}(yiyj)−1) = {xm(i),xm(j)}x−m(i)−m(j) = m(i)λm(j)tr.
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Finally
(
π({yi, yj}(yiyj)−1)

)
1≤i,j≤n = AλAtr where A is the matrix with rows m(1), . . . ,m(n).

Corollary 1. Any Poisson-quantum field Qλn(k) is not Poisson isomorphic to any
Poisson-Weyl field Fm,t(k) such that m ≥ 1.

Proof. It follows from equality Bλ = (0) that Qλn(k) doesn’t contain elements a, b such that

{a, b} = 1.

Observe that the proof of the corollary shows more generally that a Poisson algebra
containing two elements a, b such that {a, b} = 1 cannot be embedded in a Poisson-
quantum field.

Corollary 2. Let λ, µ be two elements of k. Then Qλ
2(k) and Qµ

2(k) are Poisson
isomorphic if and only if λ = ±µ.

Proof. Assume λ = −µ. The k-algebra automorphism φ of k(x, y) defined by x 7→ x, y 7→ y−1

becomes a Poisson isomorphism of Qλ2(k) onto Qµ2 (k) because

{φ(x), φ(y)}µ = {x, y−1}µ = −{x, y}µy−2 = −µxy−1 = λxy−1 = λφ(x)φ(y) = φ({x, y}λ).

Conversely assume that Qλ2(k) and Qµ2 (k) are Poisson isomorphic. By second point of proposition

2, we have {AλAtr ; A ∈ M2(Z)} = {BµBtr ; B ∈ M2(Z)}, with λ =
(

0,λ
−λ,0

)
and µ =

(
0,µ
−µ,0

)
.

From which we see that Zλ = Zµ, and finally λ = −µ.

Thus, the answer to the question of the converse of proposition 1 above is complete
for n = 2. For arbitrary n, three significant particular situations are addressed on the
following theorem.

Theorem (K. Goodearl, S. Launois). Let λ and µ be two antisymmetric n× n matrices
with entries in k. Assume that one of the following holds:

(i) λ ∈ GLn(k);

(ii) the additive subgroup of k generated by the n2 entries of λ is cyclic;

(iii) the additive subgroup of k generated by the n2 entries of λ is free abelian of rank
n(n−1)

2
.

Then, Qλn(k) and Qµn(k) are Poisson isomorphic if and only if there exists A ∈ GLn(Z)
such that µ = AλAtr

Proof. We follow [20]. Sufficiency is given by proposition 1 independently of assumptions (i),
(ii) or (iii). So we suppose that Qλn(k) and Qµn (k) are Poisson isomorphic. Hence by second
point of proposition 2, there exists A,B ∈Mn(Z) such that µ = AλAtr and λ = BµBtr. Then
λ = (BA)λ(BA)tr.

(i) Assume λ ∈ GLn(k). The identity λ = BAλ(BA)tr implies det(BA)2 = 1, so A,B ∈ GLn(Z).
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(ii) Assume that there exists some λ ∈ k such that
∑

1≤i,j≤n Zλij = Zλ. If λ = 0, then λ = 0;

the Poisson bracket on Qλn(k) is the trivial one, and similarly the Poisson bracket on Qµn (k) by
isomorphism, i.e. µ = 0. Finally λ = InµI

tr
n .

We suppose now that λ 6= 0. Since λij ∈ λZ for all 1 ≤ i, j ≤ n, the matrix λ−1λ is antisymmetric
with integer entries. By a classical argument of linear algebra on integer matrices2, its rank is
even (denote it by 2r) and there exists a matrix C ∈ GLn(Z) such that

C(λ−1λ)Ctr =



0 d1 0 ··· ··· 0

−d1 0
...

0
. . .

... 0 dr
−dr 0

0
...

. . .
...

0 ··· ... 0


:=

(
Λ 0
0 0

)
, with Λ ∈ GL2r(Z),

for some nonzero integers d1, . . . , dr (satisfying moreover dk|dk+1 for k = 1, 2, . . . r − 1). Since
C ∈ GLn(Z) we may replace λ by C(λ−1λ)Ctr and there is no loss of generality assuming that
λ =

(
Λ 0
0 0

)
. The equations µ = AλAtr and λ = BµBtr imply that λ and µ have the same rank

2r, and that
∑

1≤i,j≤n Zµij =
∑

1≤i,j≤n Zλij = Zλ. On the same way, we assume without loss

of generality that µ =
(
M 0
0 0

)
for a suitable matrix M ∈ GL2r(k). Write A,B in block form as:

A =

(
A11 A12

A21 A22

)
, B =

(
B11 B12

B21 B22

)
where A11, B11 ∈M2r(Z). The equalities µ = AλAtr and λ = BµBtr become :(

M 0
0 0

)
=

(
A11ΛAtr

11 A11ΛAtr
21

A21ΛAtr
11 A21ΛAtr

21

)
and

(
Λ 0
0 0

)
=

(
B11MBtr

11 B11MBtr
21

B21MBtr
11 B21MBtr

21

)
.

A first consequence is that M = A11ΛAtr
11, and then µ = EλEtr with E :=

(
A11 0
0 In−2r

)
∈Mn(Z).

A second consequence is that Λ = (B11A11)Λ(B11A11)tr and then (using the determinant) A11 ∈
GL2r(Z). We conclude that E lies in GLn(Z) and the proof of (ii) is complete.

(iii) We suppose now that the abelian group G :=
∑

1≤i,j≤n Zλij is free of rank n(n−1)/2. Since
λ is antisymmetric, G is generated by the λij ’s for i < j, the assumption of rank n(n − 1)/2
implies that B = {λij ; 1 ≤ i < j ≤ n} is a Z-basis of G. As noted in the proof of part (ii), we
have also G =

∑
1≤i,j≤n Zµij and then C = {µij ; 1 ≤ i < j ≤ n} is another Z-basis of G.

Identify λ with the k-linear map kn → kn given by left multiplication of λ on column vectors.
Let a = (a1, . . . , an) an element of Zn∩kerλ. We have λ12a2+· · ·+λ1nan = 0. Since λ12, . . . , λ1n

are Z-linearly independent, it follows a2 = · · · = an = 0. Similarly, λ21a1 +λ22a2 + · · ·+λ2nan =
λ21a1 = 0 implies a1 = 0 since λ21 = −λ12 6= 0 (as an element of the basis B). We conclude that
Zn ∩ kerλ = {0}. Since λ = BAλ(BA)tr, we deduce Zn ∩ ker(AB)tr = {0}. But (BA)tr is an
integer matrix, so we obtain det(BA)tr 6= 0 and thus det(BA) 6= 0. Write (BA) = (dij)1≤i,j≤n
and compare entries in equation λ = BAλ(BA)tr:

λij =
∑

1≤l,m≤n
dilλlmdjm =

∑
1≤l<m≤n

dilλlmdjm +
∑

1≤m<l≤n
dilλlmdjm =

∑
1≤l<m≤n

(dildjm − dimdjl)λlm

2see for instance theorem IV.1 in: M. Newman, Integral Matrices, Academic Press, New-York, 1972
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for all 1 ≤ i, j ≤ n. The λlm’s such that l < m being Z-linearly independent, we obtain:

dildjm − dimdjl = δilδjm for all 1 ≤ i < j ≤ n and 1 ≤ l < m ≤ n.

It follows from Laplace relations that all the 2 × 2 and larger minors of BA for which the row

and column index sets differ must vanish. In particular, this implies that the adjoint matrix

D = adj(BA) is diagonal. Since BAD = det(AB)In and det(AB) 6= 0, we conclude that BA is

diagonal. The equation λ = BAλ(BA)tr reduces to λij = diiλijdjj for all i, j whence diidjj = 1

for all i < j. Since n ≥ 2 and the dii’s are integers, dii = ±1 for all i, whence BA ∈ GLn(Z).

We conclude that A ∈ GLn(Z), and the proof is complete

To the best of our knowledge, the natural question of a similar result for any arbitrary
antisymmetric matrices λ,µ remains still open.

2 Poisson analogues of Gel’fand-Kirillov problem

2.1 Rational equivalence for semiclassical limits of enveloping
algebras

The framework of this section is the Kirillov-Kostant-Souriau Poisson structure defined in
example 1 p. 6. We fix a finite dimensional Lie algebra g over k (supposed of characteristic
zero). The symmetric algebra S(g) is the quotient S(g) = T (g)/(x⊗y−y⊗x) of the tensor
algebra T (g). For any k-basis (x1, . . . , xn) of g, the monomials (xm1

1 . . . xmn
n )m1,...,mn∈N are

a k-basis of S(g). Hence S(g) is isomorphic to the commutative3 polynomial algebra
k[x1, . . . , xn]. The Poisson bracket on S(g) is defined from:

{x, y} = [x, y]g for all x, y ∈ g,

extended by Leibniz rule into:

{x, xm1
1 . . . xmn

n } =
n∑
i=1

mi

(∏
j 6=i x

mj

j

)
xmi−1
i {x, xi} for all x ∈ g, m1, . . . ,mn ∈ N, (37)

and finally by linearity and antisymmetry to define {x, y} for all x, y ∈ S(g). Following
remark 2 p. 2, the Poisson structure also extends canonically to the field of fractions
k(x1, . . . , xn). We denote by L(g) the field FracS(g) with this extended Poisson structure.

2.1.1 Problem

We start with some toy examples.

Example 1 (Solvable case). We consider the nonabelian twodimensional Lie algebra
g2 = kx ⊕ ky, the symmetric algebra S = S(g2) = k[x, y] and its field of fractions

3Similarly, for the enveloping algebra U(g) = T (g)/(x⊗y−y⊗x− [x, y]g), the Poincaré-Birkhoff-Witt
theorem asserts that U(g) is the noncommutative polynomial algebra with k-basis (xm1

1 . . . xmn
n )m1,...,mn∈N

and multiplication defined from the commutation law xy − yx = [x, y]g for x, y ∈ g.
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L(g2) = k(x, y) with the Poisson bracket defined from {x, y} = x. Introducing (see
proposition 1.2.1) the rational variable y′ = yx−1 which satisfies k(x, y) = k(x, y′) and
{x, y′} = 1, we conclude that L(g2) is Poisson isomorphic to F1(k).

Example 2 (Nilpotent case). We consider the 3-dimensional Heisenberg Lie algebra
sl+3 = kx⊕ky⊕kz, the symmetric algebra S = S(sl+3 ) = k[z, y, x] and its field of fractions
L(sl+3 ) = k(x, y, z) with the Poisson bracket defined from {x, z} = {y, z} = 0, {x, y} = z.
L(sl+3 ) is the Poisson-Ore rational functions field k(z, y)(x)0,δ where the Poisson bracket
on k(z, y) is the trivial one and δ = z∂y. Then L(sl+3 ) = k(z, y, x′) for x′ = xz−1 with
{x′, z} = {y, z} = 0, {x′, y} = 1. Hence L(sl+3 ) is Poisson isomorphic to F1,1(k).

Exercise. Set hn the (2n+ 1)-dimensional Heisenberg Lie algebra, the symmetric

algebra S(hn) = k[z, y1 . . . , yn, , x1 . . . , xn] and L(hn) = k(z, y1 . . . , yn, , x1 . . . , xn)

its field of fractions, with Poisson bracket defined from {xi, z} = {yi, z} = 0 and

{xi, yj} = δi,jz for 1 ≤ i, j ≤ n. Prove that L(hn) is Poisson isomorphic to Fn,1(k).

Example 3 (Semisimple case). We consider here the Lie algebra sl2 = ke⊕ kh⊕ kf , the
symmetric algebra S(sl2) = k[e, h, f ] and its field of fractions L(sl2) = k(e, h, f) with the
Poisson bracket defined from {e, f} = h, {h, e} = 2e, {h, f} = −2f . The Casimir element
ω = 4ef+h2+1 lies in the Poisson center of S(sl2). Observing that e = 1

4
(ω−h2−1)f−1, we

have L(sl2) = k(ω, h, f) with Poisson structure L(sl2) = k(ω, h)(f)σ,0 where the Poisson
bracket on k(ω, h) is the trivial one and σ = 2∂h is a nonzero derivation (i.e. a non
Hamiltonian Poisson derivation) of k(ω, h). Hence ZP(L(sl2)) = k(ω) by lemma 1.2.1
and, up to the change of h into h′ = 1

2
h, we conclude using (30) that L(sl2) is Poisson

isomorphic to F1,1(k).

Problem. Let g be an algebraic Lie algebra over the base field k (supposed of character-
istic zero). Let S(g) be its symmetric algebra with the Kirillov-Kostant-Souriau Poisson
structure, and L(g) its field of fractions.

Do we have a Poisson isomorphism L(g) ' Fm,t(k) for some integers m, t ≥ 0 ?

By (31) and (32), such an isomorphism implies that L(g) is purely transcendental of
degree 2m+ t over k, and the Poisson center of L(g) is purely transcendental of degree t
over k.

This question naturally appears as a Poisson formulation of the well known Gel’fand-
Kirillov problem.

Comment. This is not about to give here a comprehensive presentation of this
deep and difficult problem. We recall only that the original article [19] makes
the conjecture that, for any finite dimensional algebraic Lie algebra g over k of
characteristic zero, the skewfield of fractions of the enveloping algebra U(g) is k-
isomorphic to the field of fractions Dm,t(k) of the Weyl algebra Am(K) over some
purely transcendental extension K of k of transcendence degree t. The conjecture
was proved by I. M. Gel’fand and A. A. Kirillov in [19] for nilpotent g, for gln and sln
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(1966). It was confirmed to by true for solvable g in three simultaneous independent
papers (1973-1974) by A. Joseph, by J. C. McConnell, and by W. Borho, P. Gabriel
and R. Rentschler. After several partial results, a step was taken with the first
counterexamples produced by J. Alev, A. Ohms and M. Van den Bergh (1996).
The situation where k is of characteristic p was studied by J.-M. Bois (2006). A
major step forward is the recent article [30] by A. Premet which proves, using by
reduction modulo p results for modular Lie algebras, that the original conjecture in
characteristic zero fails for simple g of types Bn for n ≥ 3, Dn for n ≥ 4, E6, E7, E8

or F4. We refer for details to [30], [38], [36] or [13] I.2.11, and their bibliographies.

It is addressed by M. Vergne in [38], which gives a positive answer in the case where
g is nilpotent. Another reference on the topic is the article [23] by B. Kostant and N.
Wallach. Our goal here is to outline the methods used by P. Tauvel and R. Yu in [36] for
the case where g is solvable and in a generalized form, i.e. not only for S(g) but also for
all quotients S(g)/Q by a prime Poisson ideal Q.

Observation (about the condition on g to be algebraic or not). We adapt to our Poisson
context the last examples of [19].

(1) Let g be the solvable Lie algebra g = kx ⊕ ky ⊕ kz with [x, y] = y, [y, z] = 0 and
[x, z] = αz for some fixed nonzero scalar α. It is clear that S(g) = k[y, z][x]0,δ for δ =
y∂y +αz∂z. Applying the remark in 1.2.1 p. 11, the Poisson center of L(g) = FracS(g) is
ZP(L(g)) = k(y, z)∩ker δ. The derivation δ being homogeneous with action on monomials
defined by δ(ynzm) = (n+ αm)ynzm, two cases may occur:

(i) α = p
q

for relatively prime nonzero integers p, q. Then ker δ = k(t) for t := y−pzq.
Denoting by u, v integers such that pu + qv = 1, we can define s := yvzu. Since
z = tvsp and y = t−usq, we have k(y, z) = k(s, t). Therefore L(g) = k(s, t)(x)0,δ

with {t, x} = {t, s} = 0 and {x, s} = δ(s) = (v+αu)s, with v+αu 6= 0. Replacing x
by x′ = (v+αu)−1s−1x, we conclude that L(g) = k(t, s)(x′)0,∂s is Poisson isomorphic
to F1,1(k).

(ii) α /∈ Q. Then ker δ = k. Hence L(g) is of transcendence degree 3 over its Poisson
center. Consequently, L(g) cannot be Poisson isomorphic to a Poisson-Weyl field.

As proved in example 24.8.4 of [35], the Lie algebra g is algebraic in the case (i) and non
algebraic in the case (ii). So: the answer to the problem p. 19 can be negative for non
algebraic solvable Lie algebras.

(2) Let h be the solvable Lie algebra h = kx ⊕ ky ⊕ kz ⊕ kt with: [x, t] = (1 + α)t,
[y, t] = [z, t] = 0, [x, y] = y, [y, z] = t and [x, z] = αz for some fixed nonzero scalar α. For
any α, a direct calculation proves that the elements: x1 := yt−1, y1 := z, x2 := (1 +α)−1t
and y2 := αyzt−2 − xt−1 satisfy k(x, y, z, t) = k(x1, y1, x2, y2) and {x1, y1} = {x2, y2} = 1
and {x1, x2} = {y1, y2} = {x1, y2} = {x2, y1} = 0. So L(h) is Poisson isomorphic to
F2,0(k) for any α ∈ k×. However, since h/kt ' g, the Lie algebra h is not algebraic for
α /∈ Q. So: the answer to the problem p. 19 can be positive for non algebraic solvable Lie
algebras.
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2.1.2 The case of solvable Lie algebras

We present only the broad outlines of the study [36] by P. Tauvel and R. Yu and we refer
the interested reader to the original article and the papers cited in references. Many of
them concern the study of the same question for enveloping algebras and it seemed difficult
to give in these notes all details and complete proofs for many specialized Lie-theoretical
results. Through the end of this section, k is algebraically closed of characteristic zero.

(i) The Poisson semi-center of the prime quotients of S(g). Let g a finite
dimensional Lie algebra over k. The adjoint action g× g→ g is defined by x · y = adx(y)
for all x, y ∈ g, with notation adx : g→ g, y 7→ [x, y]g. For any x ∈ g, the endomorphism
adx extends by Leibniz rule into the Hamiltonian Poisson derivation σx : S(g) 7→ S(g), y 7→
{x, y} of S(g), in the sense of the first example p. 3. Hence g acts on S(g) by:

g× S(g)→ S(g), (x, y) 7→ x · y = σx(y). (38)

The invariant algebra S(g)g := {y ∈ S(g) ; {x, y} = 0 for all x ∈ g} is no more (by Leibniz
rule) that the Poisson center ZP(S(g)) = {y ∈ S(g) ; {x, y} = 0 for all x ∈ S(g)}.

• Let Q be an ideal of S(g). It is clear (as above) that Q is g-invariant [i.e. σx(Q) ⊆ Q
for all x ∈ g] if and only if Q is a Poisson ideal [i.e. σx(Q) ⊆ Q for all x ∈ S(g)].

In this case S(g)/Q is a Poisson algebra (see remark 4 in 1.1.1). For any x ∈ g, the map
σx : S(g)/Q→ S(g)/Q, a 7→ {x, a} is well defined (with σx(a) = {x, y} for a = y) and is
an Hamiltonian Poisson derivation.

To simplify, we denote B := S(g)/Q. The g-action on B is defined by:

x · a = σx(a) = {x, a} for x ∈ g, a ∈ B. (39)

Reasoning as above, the Poisson center of B is:

ZP(B) = Bg = {a ∈ B ; x · a = 0 for any x ∈ g} =
⋂
x∈g kerσx. (40)

A semi-invariant for this action is an element a ∈ B such that g ·a ∈ ka. For any nonzero
semi-invariant element a, there exists a linear form λ ∈ g∗ such that x · a = λ(x)a for any
x ∈ g. We say that λ is the weight of a. We denote

E(B) := the set of nonzero semi-invariants of B. (41)

Conversely, for any λ ∈ g∗, we set:

Bλ := {a ∈ B ; x · a = λ(x)a for any x ∈ g}, (42)

which is a subspace of B. An linear form λ such that Bλ 6= (0) is a weight of the action.
We denote the set of weights by

Λ := {λ ∈ g∗ ; Bλ 6= (0)}, (43)
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which is stable by addition [since a ∈ Bλ and b ∈ Bµ implies ab ∈ Bλ+µ]. We define the
Poisson semi-center of B by:

SZP(B) :=
∑
λ∈g∗

Bλ = the subspace of B generated by E(B). (44)

Since B0 = ZP(B), we always have:

ZP(B) ⊆ SZP(B) (45)

and the equality holds when g is nilpotent4 (because in this case, the g-action on B is
locally nilpotent; see also 4.3.2 in [17]).

•We suppose moreover that Q is a prime ideal. We denote L := FracB = Frac (S(g)/Q).
The g-action extends to L:

x · ab−1 = σx(ab
−1) =

(
{x, a}b− a{x, b}

)
b−2 for x ∈ g, a, b ∈ B, b 6= 0. (46)

and we consider in the same way as above:

Lλ := {c ∈ L ; x · c = λ(x)c for any x ∈ g}, for all λ ∈ g∗,

Λ′ := {λ ∈ g∗ ; Lλ 6= (0)}, which is an additive subgroup of g∗,

ZP(L) := L0 = Lg = {c ∈ L ; x · c = 0 for any x ∈ g} = the Poisson center of L,

E(L) := (
⋃
λ∈g∗ Lλ) \ {0} = the set of nonzero semi-invariants of L,

SZP(L) :=
∑
λ∈g∗

Lλ = the subspace generated by E(L) = the Poisson semi-center of L.

•We suppose now that g is solvable5. This assumption occurs in the proof of the following
lemma, which links together the weight in Λ and Λ′.

Lemma. Any c ∈ E(L) can be written c = ab−1 with a, b ∈ E(B). More precisely, for
λ ∈ g∗ and c ∈ Lλ, there exist µ ∈ g∗, a ∈ Bλ+µ and b ∈ Bµ such that c = ab−1.

Proof. Let λ be an element of g∗ and c ∈ Lλ. Let I be the set of u ∈ B such that uc ∈ B.
It is clear that I is a nonzero ideal of B. We claim that I is g-stable: for any x ∈ g, we have
(x ·u)c = x · (uc)−u(x · c) = x · (uc)−λ(x)uc, with uc ∈ B and then x · (uc) ∈ B, so (x ·u)c ∈ B,
and consequently x · u ∈ I. So I is a g-submodule of B.
Denoting by Vn the image by the canonical map S(g)→ S(g)/Q of the subspace of polynomials
of total degree ≤ n, it follows from (37) that each Vn is stable under the g-action. Hence denoting
Wn = I ∩ Vn for any integer n ≥ 0, the g-module I appears as the increasing union of the finite
dimensional g-submodules Wn. By Lie’s theorem6, each of them admits a flag of g-submodules.

4The central descending series of a Lie algebra g is the decreasing chain of ideals: C1(g) = g, C2(g) =
[g, g], . . ., Ci+1(g) = [g, Ci(g)], . . . By definition, g is nilpotent if Ck(g) = (0) for some positive integer k.

5The derived series of a Lie algebra g is the decreasing chain of ideals: D0(g) = g, D1(g) = [g, g], . . .,
Di+1(g) = [Di(g), Di(g)], . . . By definition, g is solvable if Dk(g) = (0) for some nonnegative integer k.

6Let (V, σ) a finite-dimensional representation of a solvable Lie algebra g over an algebraically closed
field of characteristic 0. Then there exists a flag (0) = V0 ⊂ V1 ⊂ · · · ⊂ Vn = V , with dimVi = i, such
that σ(g)(Vi) ⊆ Vi for any 0 ≤ i ≤ n; (see for instance [36] or [16]).
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In particular, there exists some nonzero element b in I such that g · b = kb. In other words there
exist b ∈ I, b 6= 0 and µ ∈ g∗ such that b ∈ Bµ. The element a := bc satisfies b ∈ B because
b ∈ I and x · a = (x · b)c+ b(x · c) = µ(x)bc+ λ(x)bc. Hence a ∈ Bλ+µ.

• This lemma is a crucial ingredient for a sequence of technical and non obvious lemmas
(5.6 to 5.11 in [36]) which leads to the following two propositions (see also 4.3.5 in [17]).

Proposition 1. The Poisson semi-center SZP(B) is a Poisson subalgebra of B, whose
Poisson structure is the trivial one.

For the second proposition, we first observe that the lemma implies that Λ′ is the additive
subgroup of g∗ generated by Λ. So we can consider the subspace of elements of g which
are annihilated by all weights of the g-action on B, or equivalently on L:

ĝ :=
⋂
λ∈Λ

kerλ =
⋂
λ∈Λ′

kerλ. (47)

Let x, y ∈ g and λ ∈ Λ. There exists a ∈ Bλ, a 6= 0. In particular, we have [x, a] = λ(x)a,
[y, a] = λ(y)a and, using Jacobi identity: λ([x, y])a = [[x, y], a] = −[[y, a], x]− [[a, x], y] =
−[λ(y)a, x] + [λ(x)a, y] = 0. Therefore [x, y] ∈ kerλ. Hence we have proved:

[g, g] ∈ ĝ.

In particular, ĝ is an ideal of g. We consider Q̂ := Q ∩ S(ĝ) and B̂ := S(ĝ)/Q̂ identified
with a subalgebra of B. More generally, for (z1, . . . , zr) a k-basis of a complementary
subspace of ĝ in g, the subspace ĝ + kz1 + · · · + kzi is an ideal of g for any 1 ≤ i ≤ r
and it can be proved (see 5.13 in [36]; see also 14.4.5 in [25] in the context of enveloping
algebras) that, with the notations of 1.1.2 for Poisson-Ore extensions:

Proposition 2. We have the Poisson-algebra isomorphism:

B ' B̂[z1]0,δ1 [z2]0,δ2 . . . [zr]0,δr ,

where δi is the Hamiltonian derivation determined by zi, with:

SZP(B) ⊂ SZP(B̂) = ZP(B̂).

• Another application of this lemma is the next proposition. Denoting m = dim g, we
can consider (see 19.4.5 in [35]) a Jordan-Hölder chain (0) = g0 ⊂ g1 ⊂ . . . ⊂ gm = g
of ideals of g with dim gi = i for any 0 ≤ i ≤ m. Each gi/gi−1 being a one-dimensional
g-module, it defines a linear form νi ∈ g∗, for any 1 ≤ i ≤ m (if (y1, . . . , ym) is a basis of
g such that (y1, . . . , yi) is a basis of gi for any 1 ≤ i ≤ m, we have [x, yi] = νi(x)yi + gi−1

for all x ∈ g). By Jordan-Hölder theorem, the composition factors gi/gi−1 are uniquely
determined up to order and isomorphism (see [25], 0.1.3 and 14.4.10, or [36], 6.1, or [17],
1.2.6); hence the set {ν1, . . . , νm} is independent of the choice of chains of ideals. These
eigenvalues are called the Jordan-Hölder weights of g on g. Then it can be proved ([36]
lemme 6.2, see also [25] lemma 14.4.10) that:

Λ ⊂ ν1N+ · · · νmN. (48)
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It follows by the above lemma that Λ′ ⊂ ν1Z+· · · νmZ. We have seen that Λ′ is a subgroup
of g∗, and chark = 0 implies that g∗ is Z-torsion free. Hence Λ′ is free of finite rank,
say with a basis (µ1, . . . , µ`). Applying again the lemma, there exist λ1, . . . , λs ∈ Λ such
that µi =

∑s
j=1 nijλj for some nij ∈ Z. Let us choose an nonzero element ei ∈ Bλi for

each 1 ≤ i ≤ s. The product e := e1 . . . es generates a multiplicative subset in B and
we consider the Poisson algebra Be. In the group of units of Be, generated by e1, . . . , es,
there are monomials w1, . . . , w` which are semi-invariants of weight µ1, . . . , µ` respectively.
Denoting by W the multiplicative subgroup of Be generated by w1, . . . , w`, we can see
that, for any w ∈ W , the set of all nonzero semi-invariants in Be having the same weight
as w is wZP(Be). It is now possible to describe the semi-center of Be:

Proposition 3. There exist a nonzero semi-invariant element e in B, and nonzero semi-
invariants elements w1, . . . , w` in Be algebraically independent over ZP(Be), such that:

SZP(Be) = ZP(Be)[w
±1
1 , . . . , w±1

` ].

We refer for more details to 6.2 and 11.1 in [36] (see also 14.4.12 in [25] for a noncommu-
tative analogue).

Exercise 1. Prove that, with notation L = FracB and L̂ = Frac B̂, we have:

ZP(L) ⊆ Frac (SZP(B)) ⊆ Frac (ZP(B̂)) = ZP(L̂).

[Hint: use the lemma p. 22 for L0 to check that ZP(L) ⊆ Frac (SZP(B)), and simi-
larly ZP(L̂) ⊆ Frac (ZP(B̂)). Observing that the inclusion Frac (ZP(B̂)) ⊆ ZP(L̂) is
trivial, use proposition 2 to achieve the proof].

Exercise 2. We consider the example (1) p. 20, i.e. g = kx⊕ky⊕kz with [x, y] = y,
[y, z] = 0 and [x, z] = αz for some fixed nonzero scalar α. We take Q = 0 so that
B = S(g) = k[y, z][x]0,δ with δ = y∂y + αz∂z, and L = FracB = Lg = FracS(g).

a) Prove that, if α /∈ Q, each distinct monomial in y, z is an eigenvector for a different
eigenvalue, and E(B) = {λyizj ; i, j ∈ N, λ ∈ k×}. Prove that, if α ∈ Q×+, there are
distinct monomials having the same eigenvalue, and then their k-linear combinations
belong to E(B). [Hint: consider y2pzq and ypz2q for p, q ∈ N, α = pq−1].

b) Prove that, if α /∈ Q or α ∈ Q×+, then ZP(B) = k. Prove that, if α ∈ Q×−, then
ZP(B) 6= k. [Hint: consider ypzq for α = −pq−1, p, q ∈ N]. Using example (1) p. 20,
deduce that ZP(FracB) = Frac ZP(B) if and only if α /∈ Q or α ∈ Q×+.

c) Prove that, if α /∈ Q, then Λ ' {i+jα ; i, j ∈ N} which is a free abelian semigroup
of rank 2, and Λ′ is a free abelian group of rank 2. [Hint: show more explicitly that
Λ = µ1N + µ2N where µ1 = x∗ and µ2 = αx∗ in g∗]. Prove that, if α = pq−1 with
p, q relatively prime, then Λ′ is free abelian of rank 1 generated by q−1x∗.

d) We assume that α /∈ Q. Observe that SZP(B) = k[y, z], ĝ = ky⊕kz, B̂ = k[y, z],
and compare the expression B = k[y, z][x]0,δ with proposition 2.

e) We assume α /∈ Q and choose e := yz in E(B). Prove that Be = k[y±1, z±1][x]0,δ,
ZP(Be) = k, SZP(Be) = k[y±1, z±1], and compare with proposition 3.
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(ii) Poisson-analogues of McConnell algebras. Let V be a k vector space of finite
dimension n. Let ω a linear alternating bilinear form on V . Let G a free finitely generated
subgroup of rank m in the additive group V ∗. Denoting by S(V ) the symmetric algebra of
V and by k[G] the group algebra of G, we have an isomorphism of commutative algebras:

S(V )⊗k k[G] ' k[x1, . . . , xn, y
±1
1 , . . . , y±1

m ]. (49)

• There exists a unique Poisson structure on S(V )⊗k k[G] such that:

{v, w} = ω(v, w), {g, h} = 0, {g, v} = λg(v)g, for all v, w ∈ V, g, h ∈ G, (50)

where the notation λg is for the linear form associated with g. The so-defined Pois-
son algebra is denoted by Bk(V, ω,G). It appears as a natural Poisson analogue of the
noncommutative algebras introduced in the seminal work of J.C. Connell on the prime
quotients of enveloping algebras of solvable Lie algebras (see chapter 14.8 of [25]).
Let Sω(V ) be the Poisson-subalgebra of Bk(V, ω,G) generated by V . Denoting by 2` the
rank of ω, and by V ω the kernel of ω, we have clearly the isomorphism of Poisson algebras:

Sω(V ) ' S`(k)⊗k S(V ω), (51)

where S`(k) is the Poisson-Weyl algebra defined in 1.1.1. In order to characterize the
property for Bk(V, ω,G) to be Poisson-simple (i.e. to admit non nontrivial proper Poisson
ideal, see exercise 3 of 1.1.2), we introduce the following notations. The orthogonal of G
in V is V G :=

⋂
g∈G kerλg. For any g ∈ G, there exists a unique derivation Dλg in the

polynomial algebra S(V ) such that Dλg(v) = λg(v) for any v ∈ V . This derivation is
locally nilpotent and we define the automorphism ϕg = expDλg of S(V ). Then it can be
proved (see 7.5 in [36]) that the following conditions are equivalent:

(a) Bk(V, ω,G) is Poisson-simple ;
(b) the set of r ∈ S(V ω) such that ϕg(r) = r for all g ∈ G reduces to k;
(c) V G ∩ V ω = (0).

In such a Poisson-simple Bk(V, ω,G), the Poisson-centralizer C of the “group part” k[G]
is Sω(V G)⊗k k[G] (see 7.6 in [36]), and so:

d(Bk(V, ω,G)) = dimV + rkG, d(k[G]) = rkG, d(C) = dimV G + rkG,

where d is the Gel’fand-Kirillov dimension (see [19] or [25]), that is in the case of a
commutative finitely generated domain A the transcendence degree of FracA. The simple
algebras Bk(V, ω,G) are naturally connected with the Poisson-Weyl algebras and with the
prime quotients S(g)/Q, as shown by the following two observations.

Observation 1. We suppose that Bk(V, ω,G) is Poisson-simple. We denote: n =
dimV , 2` = rkω, t = dimV ω = n − 2`, and m = rkG. Then there exists a
Poisson-algebra embedding Bk(V, ω,G)→ S`(k)⊗k S′m(k).

Proof. We recall that S`(k) is the Poisson-Weyl algebra defined in 1.1.1 and
S′m(k) is its localized form defined in exercise 4 of 1.1.2. We denote S`(k) =
k[x1, . . . , x`, y1, . . . , y`] and S′m(k) = k[w1, . . . , wm, z

±1
1 , . . . , z±1

m ], with brackets:
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{xi, yj} = δij , {xi, xj} = {yi, yj} = 0, {zi, wj} = δijzi, {zi, zj} = {wi, wj} = 0.

Let (u1, . . . , u`, v1, . . . , v`, s1, . . . , st) be a k-basis of V adapted to ω, i.e. (s1, . . . , st)
is a basis of V ω and the bracket of the Poisson subalgebra Sω(V ) of Bk(V, ω,G) is:

{ui, vj} = δij , {ui, uj} = {vi, vj} = 0 and {si, uj} = {si, vj} = {si, sj} = 0.

Let (g1, . . . , gm) a basis of the Z-module G. There exist scalars (λji), (µji) and (νjk)
such that, for all 1 ≤ i ≤ `, 1 ≤ j ≤ m, 1 ≤ k ≤ t:

{gj , ui} = λjigj , {gj , vi} = µjigj , {gj , sk} = νjkgj .

Hence the k-algebra homomorphism θ : Bk(V, ω,G)→ S`(k)⊗ S′m(k) define from:

ui 7→ xi +
∑`

j=1 λjiwj , vi 7→ yi +
∑`

j=1 µjiwj , sk 7→
∑m

j=1 νjkwj , gj 7→ zj

is a Poisson-morphism, which is injective by Poisson-simplicity of Bk(V, ω,G).

Observation 2. We suppose that Bk(V, ω,G) is Poisson-simple. We denote: n =
dimV , 2` = rkω, t = dimV ω = n − 2`, and m = rkG. Then there exists a
solvable Lie algebra g and a Poisson ideal Q in S(g) such that Bk(V, ω,G) is Poisson-
isomorphic to the localization (S(g)/Q)E of S(g)/Q by the subset E of its nonzero
semi-invariants.

Proof. With the same notations as in previous lemma, the Lie algebra g of dimen-
sion 2` + t + m + 1 defined adjoining a one-dimensional subspace kw to the space
V ⊕(

⊕m
j=1 kgj), for the Lie bracket (where 1 ≤ i, j ≤ `, 0 ≤ k, k′ ≤ t, 1 ≤ p, q ≤ m):

[ui, uj ] = [vi, vj ] = [sk, ui] = [sk, vj ] = [sk, sk′ ] = 0, [ui, vj ] = δijw,

[gp, gq] = 0, [gp, v] = λgp(v)gp for any v ∈ V ,

[w, u] = 0 for any u ∈ V ⊕ (
⊕m

j=1 kgj).

Then g is solvable, Q := (w − 1)S(g) is a g-stable prime Poisson ideal of S(g),
and the set E of nonzero semi-invariants of S(g)/Q is the multiplicative semi-group
generated by the elements gp (1 ≤ p ≤ m). By Poisson-simplicity of Bk(V, ω,G)
the localized algebra (S(g)/Q)E is Poisson isomorphic to Bk(V, ω,G).

• Conversely, a fundamental result of [36] consists in a description of the prime quotients
S(g)/Q for any solvable g in terms of Poisson-simple algebras Bk(V, ω,G). The strategy,
similar to that developed in McConnell’s work for enveloping algebras (see chapter 14 of
[25]), is in two steps.

– In the case where g is nilpotent, denoting by E the set of nonzero semi-invariant elements
of B = S(g)/Q and by K the Poisson-center of L = FracB, it is proved in section 8 of
[36]) that there exists an integer n ≥ 0 such that the localized algebra BE is Poisson
isomorphic to Sn(K) = K ⊗k Sn(k).

This result is actually obtained as a corollary of the following more general key result
(8.2 and 8.3 in [36]; also 14.6.8 and 14.6.9 in [25] for the noncommutative analogue),
devoted to situations where the Poisson semi-center and center are similar:

Main lemma. Let g be a finite dimensional solvable Lie algebra over k, and B =
S(g)/Q a quotient by a g-stable prime ideal of S(g) satisfying SZP(B) = ZP(B).
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Suppose also that g is an ideal of some solvable Lie algebra h and that s is a
subalgebra of h acting semisimply on g. Then:

(i) there exists a nonzero element e ∈ ZP(B) such that Be is Poisson isomorphic
to ZP(B)e ⊗k Sn(k) for some integer n ≥ 0;

(ii) ZP(Be) = ZP(B)e is finitely generated over k.

Moreover, the following additional details hold (which will be useful in the case
where g is algebraic):

(iii) e can be chosen to be an h-eigenvector;

(iv) generators xi, yi of Sn(k) in Be satisfying relations (3) can be chosen to be
s-eigenvectors.

– In the case where g is solvable with abelian maximum nilpotent ideal, it is proved in
section 9 of [36]) that there exist suitable V, ω,G such that BK(V, ω,G) is Poisson-simple
and isomorphic to BE (as Poisson-algebras over K).

Combining these two particular situations with a decomposition g = n⊕ a where n is the
maximum nilpotent ideal of g (see for instance section 1.4 of [17]) and a a complementary
subspace of n in g, section 10 of [36] finally prove:

Theorem (P. Tauvel, R. Yu). Let g be a finite dimensional solvable Lie algebra over
an algebraically closed field k of characteristic zero. Let Q be a g-stable prime ideal of
S(g). Let us denote by E the set of nonzero semi-invariant elements of S(g)/Q and K
the Poisson center of Frac (S(g)/Q). Then, the localized Poisson algebra (S(g)/Q)E is
Poisson isomorphic over K to a simple Poisson algebra BK(V, ω,G).

(iii) The case where g is algebraic. The Lie algebra g is algebraic when it is the
Lie algebra of a linear algebraic group. We need here the following facts about solvable
algebraic Lie algebras (see [36] 11.3, or [25] 7.2):

(a) g = n ⊕ s where n is the maximum nilpotent ideal of g and s is an abelian Lie
subalgebra of g acting semisimply7 on n;

(b) the rank of the Z-submodule Γ(g) of g∗ spanned by the Jordan-Hölder weights of g
[see (48)] is the dimension of the k-subspace W (g) of g∗ spanned by these weights.

Exercise 1. With the notations of point (b), prove that dimkW
′ = rkZ Γ′ for any

k-subspace W ′ and Z-submodule Γ′ of Γ(g) such that kΓ′ = W ′. [Hint: choose
simultaneous bases for Γ′ and Γ(g) over Z].

Exercise 2. For g the solvable algebraic Lie algebra of lower triangular n × n
matrices with entries in k, prove that: the Lie subalgebra n of strictly lower tri-
angular matrices is nilpotent, the Lie subalgebra s of diagonal matrices is abelian,
g = n ⊕ s, and the action of an element s = diag(α1, . . . , αn) ∈ s on each matrix
eij of the canonical basis of n is given by s · eij = (αj − αi)eij [hence each eij is

7The action of s on n is semisimple when n is a semisimple s-module, i.e. a direct sum of simple
s-modules; the field k being algebraically closed, this is equivalent here to the existence of a basis of
s-eigenvectors in n (see [17] 1.2.7, 1.2.9 and 1.3.13).
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an s-eigenvector with eigenvalue λij : diag(α1, . . . , αn) 7→ αj − αi]. Deduce that
dimkW (g) = rkZ Γ(g) = n− 1.

Exercise 3. For g the solvable algebraic Lie algebra defined in example (1) p. 20,
prove that n = ky + kz and s = kx.

For algebraic solvable g, the following improvement of proposition 2 holds.

Proposition 4. We have: SZP(B) = SZP(B̂) = ZP(B̂).

Proof. Let (µ1, . . . , µ`) be a basis of the Z-submodule Λ′ of g∗ (see p. 24). Using exercise 1,
(µ1, . . . , µ`) is also a basis of the k-subspace genetared by Λ′. By (47), we have ĝ =

⋂`
i=1 kerµi.

Let us consider a decomposition g = n ⊕ s in the sense of point (a) above. For any 1 ≤ i ≤ `,
there exists a nonzero element c ∈ L such that x · c = µi(x)c for any x ∈ g; in particular,
the action of an element x ∈ n being locally nilpotent, we have µi(x) = 0. Hence n ⊂ ĝ. We
consider t a complement to ĝ ∩ s in s, so that g = ĝ ⊕ t where the abelian Lie subalgebra t
acts semisimply on ĝ. Therefore t acts semisimply on B̂. Hence any element of ZP(B̂) is a sum
of t-eigenvectors. Since ĝ acts trivially on ZP(B̂), these t-eigenvectors are g-eigenvectors. This
shows that ZP(B̂) ⊆ SZP(B). By proposition 2, the proof is complete.

We recall the notations Sp(k) for the Poisson-Weyl algebra (1.1.1), S′`(k) for its localized
form (exercise 4 of 1.1.2), and Fn(k) for the field FracSn(k) = FracS′n(k) (see 1.2.1).

Theorem (P. Tauvel, R. Yu). Let g be a finite dimensional algebraic solvable Lie algebra
over an algebraically closed field k of characteristic zero. Let Q be a g-stable prime ideal
of S(g). We denote by B the Poisson algebra S(g)/Q and by L its field of fractions. Then:

(i) there exist a nonzero semi-invariant element e of B and uniquely determined integers
p, ` such that we have the following isomorphism of Poisson-algebras:

Be ' ZP(Be)⊗ Sp(k)⊗ S′`(k);

(ii) consequently, we have: L ' Fm(K) for K = ZP(L) and m = p+ `.

Proof. We start with the decomposition g = ĝ⊕ t seen in the proof of proposition 4, where t is
an abelian Lie subalgebra acting semisimply on ĝ. Applying the main lemma p. 26, there exists
a nonzero element e ∈ SZP(B̂) such that we have the Poisson algebras isomorphism:

B̂e ' ZP(B̂e)⊗k Sp(k) (52)

for some p ≥ 0. Moreover, we can choose generators x1, y1, . . . , xp, yp of Sp(k) in B̂e satisfying
relations (3) which are t-eigenvectors. Let us denote ν1, θ1, . . . , νp, θp the linear forms in t∗ defined
by {t, xi} = νi(t)xi and {t, yi} = θi(t)yi for all 1 ≤ i ≤ p and t ∈ t. It follows from relations
{xi, yi} = 1 that νi = −θi for any 1 ≤ i ≤ p. For any t ∈ t, the element t′ := t−

∑p
i=1 νi(t)xiyi

in B̂e satisfies: {t′, xi} = {t′, yi} = 0 for any 1 ≤ i ≤ p, and {t′, s} = 0 for any s ∈ t. Since Be is
generated by B̂e and the elements t ∈ t, or equivalently by B̂e and the element t′ for t ∈ t, we
deduce from proposition 2 that, for (z1, . . . , zr) is a basis of t, we have:

Be ' ZP(B̂e)[z1]0,δ1 [z2]0,δ2 . . . [zr]0,δr ⊗k Sp(k). (53)
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By proposition 3, there exists a nonzero semi-invariant element f ∈ B such that SZP(Be) '
ZP(Be)[w

±1
1 , . . . , w±1

` ], where w1, . . . , w` are nonzero semi-invariants elements in Bf algebraically
independent over ZP(Bf ). Up to replace f by ef , we may suppose that we have:

SZP(Be) ' ZP(Be)[w
±1
1 , . . . , w±1

` ] ' ZP(Be)⊗k k[w±1
1 , . . . , w±1

` ]. (54)

More precisely, we have seen in the proof of proposition 4 that ĝ =
⋂`
i=1 kerµi where (µ1, . . . , µ`)

is a basis of the Z-submodule Λ′ of g∗ (or equivalently of the k-subspace generated by Λ′). The
semi-invariants w1, . . . , w` are of weight µ1, . . . , µ` respectively (see proposition 3). For any λ in
Λ, we have ĝ ⊂ kerλ and so λ is uniquely the extension of an eigenvalue of t on B. It follows
that the k-subspace of t∗ spanned by the restrictions to t of µ1, . . . , µ` has dimension `. By an
elementary argument of linear algebra8, it must equal t∗. Thus the restrictions of µ1, . . . , µ` form
a basis for t∗. Denote by (v1, . . . , v`) its dual basis in t, and set ti = w−1

i vi for any 1 ≤ i ≤ `.
For all 1 ≤ i, j ≤ `, we calculate:

{ti, wj} = w−1
i {vi, wj} = w−1

i (vi · wj) = w−1
i µj(vi)wj = δijw

−1
i wj = δij .

We have {wi, wj} = 0 by propositions 1 and 3, and {vi, vj} = 0 because t is abelian; consequently
{ti, tj} = 0. Hence, by (54) and proposition 4, we have the isomorphism of Poisson algebras:

ZP(B̂e)[z1]0,δ1 [z2]0,δ2 . . . [zr]0,δr ' ZP(Be)⊗k k[w±1
1 , . . . , w±1

` ][t1]0,∂w1
[t2]0,∂w2

. . . [t`]0,∂w`
(55)

We conclude with (53), (55) and exercise 4 of 1.1.2 that Be ' ZP(Be) ⊗k S′`(k) ⊗k Sp(k). The
proof of (i) is complete. Point (ii) follows using (22) and example 3 p. 12.

Last comment. By point (ii) of the theorem, the field L(g) = FracS(g) is Poisson
isomorphic to a Poisson-Weyl field Fm(K) for K = ZP(L(g)). The answer to the problem
p. 19 will be complete after proving that K is a purely transcendental extension of k.
This question (which is not addressed in [36]) can be solved at least in two ways: by
repeating mutatis mutandis the proof of the similar result for the enveloping algebra9,
or by deducing it directly by symmetrization10 from the similar result for the enveloping
algebra. After this final step, we deduce:

Conclusion. For any finite dimensional algebraic solvable Lie algebra g over an al-
gebraically closed field k of characteristic zero, the field L(g) = FracS(g) is Poisson
isomorphic to a Poisson-Weyl field Fm,t(k) for some integers m, t ≥ 0.

8From [25] 14.1.20: let V be a finite dimensional k-vector space and A a subspace of V ∗ such that no
nonzero v ∈ V is annihilated by all a ∈ A; then A = V ∗.

9The center of the field of fractions of the enveloping algebra U(g) for solvable g over an algebraically
closed base field k of characteristic zero is a purely transcendental extension of k of degree ≤ dim g
(proposition 4.4.8 in [17]). More generally, the field of fractions of any prime quotient U(g)/P is an
extension of finite type of k (proposition 4.4.11 in [17]).

10For any finite dimensional Lie algebra g, there exists a canonical bijection φ (the symmetrization)
from the symmetric algebra S(g) to the enveloping algebra U(g), which is a g-module isomorphism.
We have then φ(ZP(S(g))) = Z(U(g)) but the restriction φ|ZP(S(g)) is not in general an isomorphism of
algebras (see 2.4.10, 2.4.11 and 4.9.6.b in [17]) from ZP(S(g)) to Z(U(g)). However, ZP(S(g)) ' Z(U(g))
can be proved when g is nilpotent (see 4.8.12 in [17]), more generally solvable (see 6.6.9 in [17]), or for
arbitrary g when k is algebraically closed (see 10.4.5 in [17]).
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2.2 Rational equivalence for semiclassical limits of quantum al-
gebras

The problem discussed in the previous section can also be formulated for Poisson algebras
S arising from semiclassical limits of quantum polynomial algebras. In this context, the
question becomes:

Problem. Do we have a Poisson isomorphism FracS ' Qλn(k) for some
integer n ≥ 2 and some n× n antisymmetric matrix λ with entries in k ?

This question must be seen as a Poisson analogue of the noncommutative quantum ver-
sion of Gel’fand-Kirillov problem (see [1], [32] or sections I.2.11 and II.10.4 of [13] for
references). We present here an outline of the paper [20] which gives a complete answer
for large classes of such Poisson-quantum algebras. The main tool is an adaptation to the
case of iterated Poisson-Ore polynomial algebras of an algorithmic method invented by G.
Cauchon (see [14]) for noncommutative iterated Ore extensions, which consists in deleting
the “δ-part” by localization. Some specific assumptions are necessary for applying this
process, which are satisfied for the algebras under consideration because they support
some suitable rational action of a torus.

2.2.1 Poisson-derivations deleting method

We start with a Poisson-Ore extension A = B[x]σ,δ in the sense of 1.1.2 over a k-algebra
B. The construction of the δ-deleting map, denoted by θ, proceeds in two steps (we refer
to the paper [20] for the details of calculations which are only sketched in the following).

Lemma. Assume that δ is locally nilpotent, and that there exists s ∈ k× such that
σδ = δ(σ + s). Let us define, for any b ∈ B:

θ(b) =
∑
n≥0

1
n!

(−1
s

)n
δn(b)x−n.

Hence we have:

(i) θ defines a k-algebra homomorphism B → B[x±1],

(ii) {x, θ(b)} = θσ(b)x for any b ∈ B,

(iii) θ is a Poisson homomorphism from B to B[x±1]σ,δ.

Proof. The linearity of θ is clear and equality θ(a)θ(b) = θ(ab) for all a, b ∈ B is easily deduced
from Leibniz rule. Point (ii) follows from:

{x, δ(b)} =
∑
n≥0

1
n!

(−1
s

)n{x, δn(b)}x−n =
∑
n≥0

1
n!

(−1
s

)n
(σδn(b)x+ δn+1(b))x−n

= θδ(b) +
∑
n≥0

1
n!

(−1
s

)n
δn(σ + ns)(b)x1−n

= θδ(b) + θσ(b)x−
∑
n=1

1
(n−1)!

(−1
s

)n−1
δn(b)x1−n = θδ(b) + θσ(b)x− θδ(b) = θσ(b)x.
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The nontrivial point is assertion (iii). We compute:

{θ(a), θ(b)} =
∑
l≥0

1
l!

(−1
s

)l{δl(a)x−l, θ(b)} =
∑
l≥0

1
l!

(−1
s

)l
({δl(a), θ(b)}x−l − lδl(a){x, θ(b)}x−l−1)

=
∑
l≥0

1
l!

(−1
s

)l
({δl(a), θ(b)} − lδl(a)θσ(b))x−1

=
∑
l,m≥0

1
l!m!

(−1
s

)l+m
({δl(a), δm(b)x−m} − lδl(a)δmσ(b)x−m)x−l

=
∑
l,m≥0

1
l!m!

(−1
s

)l+m
(Clm +Dlm)x−l−m,

with notations:
Clm = {δl(a), δm(b)}+mδlσ(a)δm(b)− lδl(a)δmσ(b),

Dlm = lmsδl(a)δm(b) +mδm+1(a)δm(b)x−1.

We check that
∑

l,m≥0

1
l!m!

(−1
s

)l+m
Dlmx

−l−m = 0 and use the auxiliary (nontrivial) calculation:

δn({a, b}) =
∑

l+m=n

(
n
l

)
({δl(a), δm(b)}+mδlσ(a)δm(b)− lδl(a)δmσ(b))

to conclude that:

{θ(a), θ(b)} =
∑
l,m≥0

1
l!m!

(−1
s

)l+m
Clmx

−l−m =
∑
n≥0

∑
l+m=n

1
l!m!

(−1
s

)n
Clmx

−n

=
∑
n≥0

1
n!

∑
l+m=n

n!
l!m!

(−1
s

)n
Clmx

−n =
∑
n≥0

1
n!

(−1
s

)n
x−n

∑
l+m=n

(
n
l

)
Clm

=
∑
n≥0

1
n!

(−1
s

)n
δn({a, b})x−n = θ({a, b}),

and the proof is complete.

Proposition. Assume that δ is locally nilpotent, and that there exists s ∈ k× such that
σδ = δ(σ+ s). Then there exists a Poisson isomorphism θ : B[y±1]σ,0 → B[x±1]σ,δ defined
by:

θ(y) = x, and θ(b) =
∑
n≥0

1
n!

(−1
s

)n
δn(b)x−n for any b ∈ B.

Proof. It is clear that the Poisson homomorphism θ : B → B[x±1] of the lemma extends by
setting θ(y) = x into an homomorphism of k-algebras B[y±1]→ B[x±1]. Concerning the Poisson
structure, the forms θ({−,−}) and {θ(−), θ(−)} agree on pairs of elements of B by point (iii)
of the lemma, and on pairs of elements of B ∪ {y±1} since we have by point (ii) of the lemma:

θ({y, b}) = θ(σ(b)y) = θ(σ(b))θ(y) = θ(σ(b))x = {x, θ(b)} = {θ(y), θ(b)}.

From which we deduce that they agree on pairs of elements of B[y±1]σ,0 par derivation et
linearity. Hence θ is a Poisson morphism B[y±1]σ,0 → B[x±1]σ,δ.

31



For surjectivity, we already have θ(y±1) = x±1 and we just need to see that B is contained in
the image of θ. Let b be a fixed nonzero element of B. Since δ is locally nilpotent, there exists
an integer l ≥ 1 such that δl(b) = 0, and we proceed by induction on l. If l = 1 then δ(b) = 0
and in this case θ(b) = b. Now let l > 1 and write:

θ(b) = b+
l−1∑
n=1

1
n!

(−1
s

)n
δn(b)x−n.

We have δl−1(δn(b)) = δn+l−1(b) = 0 for n = 1, . . . , l−1, then θ(δl−1(b)) = δl−1(b) and therefore
δl−1(b) ∈ Imθ. Since θ(δl−2(b)) = δl−2(b) − 1

sδ
l−1(b)x−1, we also have δl−2(b) ∈ Imθ. By

induction with respect to l, we deduce that δl−1(b), . . . , δ1(b) lie in Imθ, then θ(b)−b lies in Imθ,
and finally b ∈ Imθ.
For injectivity, we take a nonzero Laurent polynomial p ∈ B[y±1] developed as p =

∑m
i=l biy

i

with bi ∈ B and some integers l ≤ m such that bm 6= 0. Each of the terms θ(biy
i) is a Laurent

polynomial of the form biy
i+ [lower terms]. Hence θ(p) = bmx

m+ [lower terms]. Thus θ(p) 6= 0
(because bm 6= 0), and consequently θ is injective.

We can now apply the method to iterated Poisson-Ore polynomial algebras in the sense
of (11) in order to obtain the following Poisson version of theorem 6.1.1 of [14].

Theorem (K. Goodearl, S. Launois). Let A = k[x1][x2]σ2,δ2 [x3]σ3,δ3 . . . [xn]σn,δn be an
iterated Poisson-Ore polynomial algebra satisfying the three conditions:

(a) δi is locally nilpotent for any 2 ≤ i ≤ n;

(b) there exists si ∈ k× such that σiδi = δi(σi + si) for any 2 ≤ i ≤ n;

(c) there exists λij ∈ k such that σi(xj) = λijxj for all 1 ≤ j < i ≤ n.

Then FracA is Poisson-isomorphic to the Poisson-quantum field Qλn(k) for λ the n × n
antisymmetric matrix whose entries below the diagonal agree with the scalars λij in (c).

Proof. We proceed by a double induction: first, with respect to the number d of indexes i for
which δi 6= 0, and second (downward) with respect to the maximum index t for which δt 6= 0
(with convention t = n+ 1 if d = 0 ; there is nothing to prove is this case).

Case 1: t = n, i.e. δn 6= 0. Set B = k[x1][x2]σ2,δ2 · · · [xn−1]σn−1,δn−1 . By the proposition
above, the localization B[x−1

n ]σn,δn of A = B[xn]σn,δn is Poisson isomorphic B[y±1]σn,0. Thus
the iterated Poisson-Ore extension A′ := B[y]σn,0 is such that FracA′ and FracA are Poisson
isomorphic. Since the number of nonzero maps among δ2, . . . , δn−1 is d − 1, we can apply the
first induction to the algebra A′ and the expected result for FracA is proved in this case.

Case 2: t < n, i.e. δn = 0.. Since {xn, x1} = λn1x1xn, we see that {xn,k[x1]} ⊆ k[x1]xn, and
so k[x1, xn] is a Poisson-Ore algebra of the form k[x1][xn]σ′n,0. For i = 2, . . . , n − 1, we have
{xi,k[x1, . . . , xi−1]} ⊆ k[x1, . . . , xi−1]xi + k[x1, . . . , xi−1] and {xi, xn} = −λnixixn = λinxnxi,
from which it follows that {xi,k[x1, . . . , xi−1, xn]} ⊆ k[x1, . . . , xi−1, xn]xi + k[x1, . . . , xi−1, xn].
Hence, we may rewrite A in the form:

A = k[x1][xn]σ′n,0[x2]σ′2,δ′2 [xn−1]σ′n−1,δ
′
n−1

for suitable σ′i and δ′i, such that σ′i(xj) = λijxj for j < i and for j = n. Note that σ′i and δ′i
restrict to σi and δi on k[x1, . . . , xi−1], and that δ′i(xn) = 0. It follows easily that δ′i is locally
nilpotent, and that σ′iδ

′
i = δ′i(σ

′
i + si). Finally, the map δ′t is nonzero because it restricts to δt,
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and it occurs in position t+ 1 in the list 0, 0, δ′2, . . . , δ
′
n−1. Thus, the second induction yield the

result.

Remark. The previous theorem is in fact a slightly simplified version of the result of [20],
which establishes such a rational Poisson-isomorphism not only for the Poisson algebra A
itself, but also for all its quotients by Poisson prime ideals.

2.2.2 Rational Poisson-actions of tori and applications

(i) A general argument. Our goal is to show (following [20]) that the existence of a
suitable action of a torus on an iterated Poisson-Ore algebra implies condition (b) in the
previous theorem. We recall some preliminary results([13] pp. 149-150, or [20]).

We fix a torus H = (k×)r, with r ≥ 1 and denote by Ĥ the group of all characters of H
(i.e. all morphisms of groups χ : H → k×).

• We suppose that H acts by automorphisms on a k-algebra A, by H ×A→ A, (h, a) 7→
h.a. An H-eigenvector is a nonzero element a ∈ A such that h.a ∈ ka for all h ∈ H; we
associate to a the character χa ∈ Ĥ defined by h.a = χa(h)a for all h ∈ H.

Conversely, for any χ ∈ Ĥ, we define Aχ = {a ∈ A ; h.a = χ(h)a for any h ∈ H}. When
Aχ 6= 0, we call it the H-eigenspace associated with the eigenvalue χ.

• We suppose moreover that the action of H is rational; because H is a torus, that
means that A is a direct sum of its H-eigenspace (semisimplicity) and the corresponding
eigenvalues are rational characters (i.e. morphisms of algebraic varieties). Let us denote
by X(H) the group of rational character of H. The base field being infinite, X(H) is free
abelian of rank r with a basis consisting of the r projections (k×)r → k×. It could be
useful to identify X(H) with the additive group Zr via the isomorphism ϕ : Zr → X(H)
defined for any z = (z1, . . . , zr) by χ := ϕ(z) : (h1, . . . , hr) 7→ hz11 . . . hzrr .

Denoting by h the k-vector space kr, we set:

η.a = (η|χ)a for all η ∈ h, χ ∈ X(H), a ∈ Aχ,

where (η|χ) is the ordinary scalar product (η|χ) = η1z1 + · · ·+ ηrzr of η = (η1, . . . , ηr) by
ϕ−1(χ) = (z1, . . . , zr). The action of H being rational thus semisimple, we can define:

η.a =
∑

χ∈X(H)

(η|χ)aχ for all η ∈ h, a =
∑

χ∈X(H)

aχ ∈ A, with aχ ∈ Aχ.

It is clear that the so-defined map h × A → A, (η, a) 7→ η.a is an action of the additive
group h (it could be viewed from a more theoretical point of view as the differential action
of the Lie algebra h deduced from the rational action of the algebraic group H). We claim
that h acts by derivations on A, i.e. η.(ab) = (η.a)b+ a(η.b) for all η ∈ h, a, b ∈ A.

Take η ∈ h, a in some eigenspace Aχ and b in another one Aχ′ where χ, χ′ ∈ X(H).
Since H acts by automorphisms on A, we have h.(ab) = (h.a)(h.b) = χ(h)χ′(h)ab
for any h ∈ H, and then the element ab lies in the eigenspace Aχχ′ . Therefore,
η.(ab) = (η|χχ′)(ab) =

(
(η|χ) + (η|χ′)

)
ab = (η|χ)ab + a(η|χ′)b = (η.a)b + a(η.b).

The same identity holds for all a, b ∈ A by semisimplicity, hence the claim is proved.
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The differential h-action commutes with the rational H-action (an easy calculation shows
that η.(h.a) = h.(η.a) for all η ∈ h, h ∈ H, a ∈ A).

• We suppose moreover that A is a Poisson algebra and that the rational action of H is a
Poisson action, i.e. h.{a, b} = {h.a, h.b} for all h ∈ H, a, b ∈ A. We claim that h acts by
Poisson derivations on A, i.e. η.{a, b} = {η.a, b}+ {a, η.b} for all η ∈ h, a, b ∈ A.

Take η ∈ h, a in some eigenspace Aχ and b in another one Aχ′ where χ, χ′ ∈ X(H).
Since h.{a, b} = {h.a, h.b} = {χ(h)a, χ′(h)b} = χ(h)χ′(h){a, b} for any h ∈ H, the
element {a, b} lies in the eigenspace Aχχ′ . Therefore, η.{a, b} = (η|χχ′){a, b} =(
(η|χ) + (η|χ′)

)
{a, b} = {(η|χ)a, (η|χ′)b} = {η.a, b} + {a, η.b}. The same identity

holds for all a, b ∈ A by semisimplicity, hence the claim is proved.

Lemma. Let A = k[x1][x2]σ2,δ2 [x3]σ3,δ3 . . . [xn]σn,δn be an iterated Poisson-Ore polynomial
algebra supporting a rational action by a torus H := (k×)r such that x1, . . . , xn are
H-eigenvectors. We assume that there exist η1, . . . , ηn ∈ h satisfying, for any 2 ≤ i ≤ n:

ηi.xj = σi(xj) for all j < i, and ηi.xi = sixi for some si 6= 0 in k.

Then σiδi = δi(σi + si) for any 2 ≤ i ≤ n.

Proof. Fix 2 ≤ i ≤ n. There exists χi ∈ X(H) such that xi ∈ Aχi , hence ηi.xi = (ηi|χi)xi, and
therefore (ηi|χi) = si 6= 0. By assumption, the derivations a 7→ ηi.a and σi agree on x1, . . . , xi−1

hence agree on the algebra Ai−1 = k[x1, . . . , xi−1]. Then for any element f ∈ Ai−1 taken in an
H-eigenspace Aχ for some χ ∈ X(H), we have:

{xi, f} = σi(f)xi + δi(f) = (ηi.f)xi + δi(f) = (ηi|χ)fxi + δi(f)

As noted above, xi ∈ Aχi and f ∈ Aχ imply xif ∈ Aχi+χ and {xi, f} ∈ Aχi+χ, and consequently
δi(f) = {xi, f} − (ηi|χ)fxi lies in Aχi+χ. We calculate:

σiδi(f) = ηi.δi(f) = (ηi |χi + χ)δi(f) = δi((ηi|χ)f + (ηi|χi)f) = δi(ηi.f + sif) = δi(σi + si)(f).

The result follows by semisimplicity of the H-action.

(ii) Application to the semiclassical limit of quantum matrices. We consider
here the Poisson algebra A = O(Mn(k)))p,λ defined in example 4 of 1.1.3. We suppose
λ 6= 0. We have seen that, adjoining the n× n generators xij in lexicographical order, A
can be described as an iterated Poisson-Ore extension (19). We claim that A satisfies the
three assumptions (a), (b) and (c) of the main theorem of 2.2.1.

Condition (c) is clearly given by relations (20). We deduce immediately from (21) that

δ2
lm(xij) = 0 for all (i, j) <lex (l,m),

hence (a) is satisfied. We setH = (k×)2n and define an action ofH onA by automorphisms
from:

h.xij = hihn+jxij for all h = (h1, . . . , h2n) ∈ H, 1 ≤ i, j ≤ n. (56)
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For any monomial x =
∏

1≤i,j≤n αijx
mij

ij , where αij ∈ k and mij nonnegative integers, the

action of an element h ∈ H on x is given by h.x = (
∏

1≤i,j≤n h
mij

i h
mij

n+j)x, from which we
deduce that x is an H-eigenvector and that the action is rational. We check moreover by
direct calculations using (18) and (56) that this is a Poisson action.
By definition, the rational character h 7→ hihn+j is an eigenvalue for xij, which corresponds
in the identification of X(H) ' Zr detailed in the previous paragraph (i) to the element
εi + εn+j of h = k2n, where (εi)1≤i≤2n denotes the canonical basis of h. Hence the h-
action by Poisson derivations on A obtained as the differential of the rational H-action
by Poisson automorphisms is defined by η.xij = (η | εi + εn+j)xij, or equivalently:

η.xij = (ηi + ηn+j)xij for all η = (η1, . . . , η2n) ∈ h, 1 ≤ i, j ≤ n. (57)

Now, using the parameters p and λ of the definition of A, we define for all 1 ≤ l,m ≤ n
the following element in h :

ηlm = (pl1, . . . , pln︸ ︷︷ ︸
n

, p1m, . . . , pm−1,m︸ ︷︷ ︸
m−1

, λ, λ+ pm+1,m, . . . , λ+ pnm︸ ︷︷ ︸
n−m−1

)

By construction, we have for all 1 ≤ l,m ≤ n from (20) and (57):

ηlm.xij = σlm(xij) for (i, j) <lex (l,m), and ηlm.xlm = λxlm.

Thus the lemma in previous paragraph (i) applies, we have δlmσlm = δlm(σlm +λ) for any
(1, 1) <lex (l,m) ≤lex (n, n), and the assumption (b) in theorem 2.2.1 is satisfied.

So we have proved that, for any p and λ 6= 0, this theorem hold for the Poisson algebra
O(Mn(k))p,λ. Since the case λ = 0 corresponds to the situation where O(Mn(k))p,λ is
simply a Poisson-quantum space, we conclude:

Theorem (K. Goodearl, S. Launois). Let p = (pij) a n × n antisymmetric matrix with
entries in k, and λ ∈ k. Then there exists a n2 × n2 antisymmetric matrix λ with
entries in k such that the field of fractions of O(Mn(k))p,λ is Poisson-isomorphic to the
Poisson-quantum field Qλn2(k).

More precisely, Frac O(Mn(k))p,λ ' k(yij)1≤i,j≤n with Poisson bracket:

{ylm, yij} =

{
(pli + pjm)yijylm if l ≥ i and m > j,
(λ+ pli + pjm)yijylm if l > i and m ≤ j.

(58)

(iii) Application to other semiclassical limits of quantum algebras. The same
method holds for other significant classes of Poisson algebras obtained by semiclassical
limits of quantum symplectic spaces, quantum euclidian spaces, quantum symmetric ma-
trices, quantum antisymmetric matrices. Complete proofs can be found in [20], including
the following example (introduced in [28]) covering the cases of quantum symplectic and
even-dimensional euclidean spaces:
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Exercise 1. For Γ = (γij) an antisymmetric matrix in Mn(k), P = (p1, . . . , pn) and

Q = (q1, . . . , qn) two vectors in kn such that pi 6= qi for any 1 ≤ i ≤ n, A := AP,Qn,Γ (k)
is the commutative polynomial algebra in 2n indeterminates k[x1, y1 . . . , xn, yn] with
Poisson bracket defined by:

{yi, yj} = γijyiyj (all i, j), {xi, yj} = (pj + γji)xiyj (i < j),
{xi, xj} = (qi − pj + γij)xixj (i < j), {xi, yj} = (qj + γji)xiyj (i > j),

{xi, yi} = qixiyi +
∑
l<i

(ql − pl)xlyl(all i).

1) Prove that A is the iterated Poisson-Ore extension:

A = k[x1][y1]σ1,δ1 [x2]σ′2,0[y2]σ2,δ2 . . . [xn]σ′n,0[yn]σn,δn ,

where the σ′j , σj , δj are defined for all j > i by:

σj(xi) = (γij − pj)xi σ′j(xi) = (pj − qi + γji)xi δj(xi) = 0

σj(yi) = γjiyi σ′j(yi) = (qi + γij)yi δj(yi) = 0

σj(xj) = −qjxj δj(xj) =
∑

l<i(pl − ql)xlyl

Deduce that conditions (a) and (c) of theorem 2.2.1 are satisfied.

2) Prove that H := (k×)n+1 acts rationaly on A by Poisson automorphisms from:

h.xi = hixi and h.yi = h1hn+1h
−1
i yi for any h = (h1, . . . hn, hn+1) ∈ H,

and that the associated action of h := kn+1 by Poisson derivations on A is:

η.xi = ηixi and η.yi = (η1 + ηn+1 − ηi)yi for any η = (η1, . . . ηn, ηn+1) ∈ h.

3) Define ηj , η
′
j ∈ h as follows:

η1 = (−q1, 0, 0, . . . , 0, 1),

ηj = (−pj + γ1j , . . . ,−pj + γj−1,j ,−qj , 0, . . . , 0, γj1) (j > 1),

η′j = (−q1 + pj + γj1, . . . ,−qn + pj + γjn, q1 + γ1j) (j > 1).

Prove that η1.x1 = σ1(x1) and η1.y1 = y1, and for any j > 1:

ηj .xi = σj(xi) if i ≤ j, ηj(yi) = σj(yi) if i < j, ηj .yj = (qj − pj)yj ,
η′j .xi = σ′j(xi) if i ≤ j, η′j(yi) = σ′j(yi) if i < j, η′j .xj = (pj − qj)xj .

4) Conclude that FracAP,Qn,Γ (k) is Poisson-isomorphic to the Poisson-quantum field

Qλ2n(k) for some suitable antisymmetric matrix λ in M2n(k), and more precisely to
k(v1, . . . , vn, w1, . . . , wn) with Poisson brackets:

{wi, wj} = γijwiwj for all i, j, {vi, wj} = (pj + γji)viwj if i < j,
{vi, vj} = (qi − pj + γij)vivj if i < j, {vi, wj} = (qj + γji)viwj if i ≥ j.
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A last comment. We emphasized in this section on the two main cases (Poisson-
Weyl fields and Poisson-quantum fields) to the extent that they play a crucial role in
many significant situations. But we can easily construct fields of rational functions whose
Poisson-structure mixes the two types of brackets. The most simple example is the fol-
lowing (which can be viewed as a semiclassical limit of the noncommutative algebras of
eulerian operators on quantum spaces studied in [32]).

Exercice 2.

1) Prove that there exists on the polynomial algebra S = k[x, y, z] a Poisson bracket
defined by {x, y} = 1, {y, z} = λyz and {x, z} = −λxz, where λ ∈ k×. (Hint: use
exercise 1 of 1.1.1).

2) Set t = xy and prove that F := FracA = k(t, y, z) with Poisson brackets {t, z} =
0, {y, t} = −y and {y, z} = λzy. Deduce that F = k(t, z)(y)σ,0 for σ = λz∂z − ∂t
and that the Poisson center of F is ZP(F ) = kerσ = k. (Hint: use lemma 1.2.1).

3) Deduce from question 2) that F cannot be Poisson-isomorphic to a Poisson-Weyl
field Fn,t(k) (Hint: use (32) p. 13).

4) Prove that F cannot be Poisson-isomorphic to a Poisson-quantum field Qλn(k)
(Hint: use proposition 2 of 1.2.2).

3 Poisson analogue of Noether’s problem

3.1 Commutative rational invariants

Let S be a commutative ring. For any subgroup G of AutS, we denote by SG the
invariant subring {a ∈ S ; g(a) = a for any g ∈ G}. Assume that S is a domain and
consider F = FracS the field of fractions of S. Any automorphism of S extends into
an automorphism of F and it’s obvious that, for any subgroup G of AutS, we have
FracSG ⊆ FG. For finite G, the converse is true:

Proposition. If G is a finite subgroup of automorphisms of a commutative domain S
with field of fractions F , then we have: FracSG = FG.

Proof. For any x ∈ FG, there exist a, b ∈ S, b 6= 0, such that x = a
b . Define b′ =∏

g∈G,g 6=idS
g(b). Then bb′ ∈ SG and x = ab′

bb′ , with ab′ = x(bb′) ∈ FG ∩ S = SG.

This applies in particular to a polynomial algebra S = k[x1, . . . , xn] and its field of
rational functions F = k(x1, . . . , xn), and in this case the following problem is classically
formulated about the structure of FG.

3.1.1 Noether’s problem

Let k be commutative field of characteristic zero. Let G be a finite subgroup of GLn(k)
acting canonically by linear automorphisms on S = k[x1, . . . , xn], and then on F =
FracS = k(x1, . . . , xn). We consider the subfield FG = FracSG of F .
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Remark 1. It’s well known (by Artin’s lemma) that [F : FG] = |G|, and then
trdegkF

G = trdegkF = n.

Remark 2. We know from classical invariant theory that SG is finitely generated
(say bym elements) as a k-algebra. Thus FG is finitely generated (say by p elements)
as a field extension of k, with p ≤ m. We can have p < m; example: S = k(x, y) and
G = 〈g〉 for g : x 7→ −x, y 7→ −y, then SG = k[x2, y2, xy] = k[X,Y, Z]/(Z2 −XY )
and FG = k(xy, x−1y).

Remark 3. Suppose that SG is not only finitely generated, but isomorphic to a
polynomial algebra k[y1, . . . , ym], with y1, . . . , ym algebraically independent over k.
Then we have FG = k(y1, . . . , ym). Thus m = n by remark 1.

Now we can consider the main question:

Problem (Noether’s problem): is FG a purely transcendental extension of k ?

An abundant literature has been devoted (and is still devoted) to this question and it’s out
of the question to give here a comprehensive presentation of it. The first counterexamples
(Swan 1969, Lenstra 1974) were for k = Q (and G the cyclic group of order n in Sn
for n = 47 and n = 8 respectively) and D. Saltman produced in 1984 the first counter-
example for k algebraically closed (see [22], [33]). Here we just point out the following
elementary facts.

• The answer is positive if SG is a polynomial algebra. By remark 3, we have then
SG = k[x1, . . . , xn] and FG = k(x1, . . . , xn). This is in particular the case when G is the
symmetric group Sn acting by permutation of the xj’s, or more generally when Shephard-
Todd and Chevalley theorem applies.

• The answer is positive if n = 1. This is an obvious consequence of Lüroth’s theorem: if
F = k(x) is a purely transcendental extension of degree 1 of k, then for any intermediate
subfield k  L ⊂ F , there exists some v ∈ F transcendental over k such that F = k(v).

• The answer is positive if n = 2. This is an obvious consequence of Castelnuovo’s
theorem: if F = k(x, y) is a purely transcendental extension of degree 2 of k, then for
any intermediate subfield k  L ⊂ F such that [F : L] < +∞, there exists some v, w ∈ F
such that F = k(v, w) is purely transcendental of degree 2.

• The answer is positive for all n ≥ 1 when G is abelian and k is algebraically closed.
This is a classical theorem by E. Fischer (1915), see corollary 2 in 3.1.2 below.

3.1.2 Miyata’s theorem

The following result (see [22] or [26]) concerns invariants under actions on rational func-
tions resulting from actions on polynomials. Observe that the group G is not necessarily
finite.

Theorem (T. Miyata). Let K be a commutative field, S = K[x] the commutative ring
of polynomials in one variable over K, and F = K(x) the field of fractions of S. Let G
be a group of ring automorphisms of S such that g(K) ⊆ K for any g ∈ G.
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(i) if SG ⊆ K, then FG = SG = KG.

(ii) if SG 6⊂ K, then for any u ∈ SG, u /∈ K of degree m = min{degx y ; y ∈ SG, y /∈ K},
we have SG = KG[u] and FG = KG(u).

Proof. We simply denote here deg for degx. Take g ∈ G and n = deg g(x); the assumption
g(K) ⊆ K implies deg g(s) ∈ N ∪ {−∞} for all s ∈ S and so n = 1 since g is surjective. We
deduce:

deg g(s) = deg s for all g ∈ G and s ∈ S. (*)

If SG ⊂ K, then SG = KG. If SG 6⊆ K, let us choose in {s ∈ SG ; deg s ≥ 1} an element u of
minimal degree m. The inclusion that KG[u] ⊆ SG is clear. For the converse, let us fix s ∈ SG.
There exist q1 and r1 unique in S such that s = q1u + r1 and deg r1 < deg u. For any g ∈ G,
we have then: s = g(s) = g(q1)g(u) + g(r1) = g(q1)u + g(r1). Since deg g(r1) = deg r1 < deg u
by (*), it follows from the uniqueness of q1 and r1 that g(q1) = q1 and g(r1) = r1. So r1 ∈ SG;
since deg r1 < deg u and deg u is minimal, we deduce that r1 ∈ KG. Moreover, q1 ∈ SG, and
deg q1 < deg s because deg u ≥ 1. To sum up, we obtain s = q1u+ r1 with r1 ∈ KG and q1 ∈ SG
such that deg q1 < deg s. We decompose similarly q1 into q1 = q2u + r2 with r2 ∈ KG and
q2 ∈ SG such that deg q2 < deg q1. We obtain s = q2u

2 + r2u+ r1. By iteration, it follows that
s ∈ KG[u].

In both cases (i) and (ii), the inclusion Frac (SG) ⊆ FG is clear. For the converse (which follows
from the first proposition of 3.1 in the particular case where G is finite), we have to prove that:

for any a and b non-zero in S, ab−1 ∈ FG implies ab−1 ∈ Frac (SG). (**)

Let a and b be two nonzero relatively prime elements in S such that t := ab−1 ∈ FG. If a ∈ K
or b ∈ K and the result is clear. We suppose now deg a > 0 and deg b > 0. Up to replace t by
t−1, we can without any restriction suppose that deg b ≤ deg a. The assumption g(t) = t for
any g ∈ G implies g(a)b = g(b)a, hence a is a divisor of g(a) and b is a divisor of g(b) in S. By
(*), it follows that g(a) = kga and g(b) = kgb for some nonzero kg ∈ K. Moreover, there exist
q, r ∈ S uniquely determined such that:

a = qb+ r with deg r < deg b ≤ deg a. (***)

Applying any g ∈ G, we have kga = kgbg(q) + g(r). Since deg g(r) = deg r, the uniqueness of

(q, r) implies that g(q) = q and g(r) = kgr. Hence q ∈ SG and ab−1 = (qb + r)b−1 = q + rb−1

with q ∈ SG et rb−1 ∈ FG such that deg(r) + deg(b) < 2 deg(b) ≤ deg(a) + deg(b). We conclude

by induction on deg a+ deg b.

Corollary 1 (W. Burnside). The answer to Noether’s problem is positive if n = 3.

Proof. Let G be a finite subgroup of GL3(k) acting linearly on S = k[x, y, z]. We introduce in
F = k(x, y, z) the subalgebra S1 = k( yx ,

z
x)[x], which satisfies FracS1 = F . Let g ∈ G. We have:

g(x) = αx+ βy + γz, g(y) = α′x+ β′y + γ′z, g(z) = α′′x+ β′′y + γ′′z.

Thus:

g(
y

x
) =

α′ + β′ yx + γ′ zx
α+ β yx + γ zx

and g(
z

x
) =

α′′ + β′′ yx + γ′′ zx
α+ β yx + γ zx

.
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It follows that the subfield K = k( zx ,
y
x) is stable under the action of G, and we can apply the

theorem to the algebra S1 = K[x]. The finiteness of G implies that [F : FG] is finite and so
SG1 6⊂ K. Thus we are in the second case of the theorem. There exists u ∈ SG1 of minimal degree
≥ 1 such that SG1 = KG[u] and FG = KG(u). By Castelnuovo’s theorem (see in 3.1.1 above),
KG = k(v;w) is purely transcendental of degree two, and then FG = k(v, w)(u) = k(u, v, w).

Of course, we can prove similarly that the answer to Noether’s problem is positive if n = 2
using Lüroth’s theorem instead of Castelnuovo’s theorem.

Corollary 2 (E. Fischer). If k is algebraically closed, the answer to Noether’s problem
is positive for G abelian.

Proof. We assume that G is a finite abelian subgroup of GLn(k). By total reducibility11

and Schur’s lemma12, we can suppose up to conjugation that there exist complex characters
χ1, . . . , χn of G such that g(xj) = χj(g)xj for all 1 ≤ j ≤ n and all g ∈ G. In particular, G
acts on S1 = k(x2, . . . , xn)[x1] stabilizing K1 = k(x2, . . . , xn); thus k(x1, . . . , xn)G = KG

1 (u1) for
some u1 ∈ SG1 . We apply then Miyata’s theorem inductively to conclude.

Another application due to E. B. Vinberg concerns the rational finite dimensional rep-
resentations of solvable connected linear algebraic groups and uses Lie-Kolchin theorem
about triangulability of such representations in order to apply inductively Miyata’s theo-
rem (see [39] for more details).

3.2 Invariants for rational extensions of Poisson polynomial au-
tomorphisms

3.2.1 Problem

Let S = k[x1, . . . , xn] be a commutative polynomial algebra over a base field k, and
F = k(x1, . . . , xn) its field of fractions. We suppose moreover that S is equipped with
a Poisson structure and we consider a group G of Poisson automorphisms of S. The
Poisson bracket extends canonically to F , and the action of G extends canonically into
an action by Poisson automorphisms on F . We can consider FG, from one hand as a field
extension of k, and from the other hand as a Poisson k-algebra. Hence the problem of
recognition of the Poisson structure on FG adds to the initial transcendence question in
classical Noether’s problem. The most natural formulation is for G finite; since in this
case FracSG = FG, the question is then for the Poisson algebras SG and S to be rationally
equivalent or not:

Problem 1. Let G a finite group of Poisson automorphisms of S, do we have a Poisson
isomorphism FG ' F ?

11Let ρ : G → GL(V ) be a representation of a finite group G with V a finite dimensional k-vector
space. If the order of G order doesn’t divide the characteristic of k, then V = V1 ⊕ · · · ⊕ Vm, where each
Vi is G-stable and irreducible (i.e. Vi doesn’t admit proper and non zero G-stable subspace).

12If moreover k is algebraically closed and G is abelian, then any finite dimensional irreducible repre-
sentation of G is of dimension one.
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Depending on the specific Poisson structure chosen on S, more precise formulations arise.
In particular following the philosophy of a Poisson analogue of the Gel’fand-Kirillov prob-
lem, the following question appears as a relevant formulation of Noether’s problem for
Poisson-Weyl algebras.

Problem 2. Let G a subgroup (finite or not) of the symplectic group Sp2n(k) acting
linearly by Poisson automorphisms on the Poisson-Weyl algebra Sn(k). Do we have a
Poisson isomorphism Fn(k)G ' Fm,t for some nonegative integers m, t ?

Considering the transcendence degree, a positive answer to the question is possible only
for 2m+ t ≤ 2n (with equality when G is finite).

Similar formulations of the problem can be given for the Poisson-quantum spaces (see
further 3.2.4).

A useful general argument in the study of these problems is the following improvement
of Miyata’s theorem involving a Poisson-Ore structure on the polynomial algebra (the
particular case where σ = 0 was underlying with a different formulation in [7]).

Theorem. Let K be a commutative field with Poisson structure over k, σ a Poisson
derivation and δ a Poisson σ-derivation of K. We consider the Poisson-Ore polynomial
ring S = K[x]σ,δ and its field of fractions F = FracS = K(x)σ,δ. Let G be a group of
Poisson automorphisms of S such that g(K) ⊆ K for any g ∈ G.

(i) if SG ⊆ K, then FG = SG = KG are Poisson subalgebras of K.

(ii) if SG 6⊂ K, then for any u ∈ SG, u /∈ K of degree m = min{degx y ; y ∈ SG, y /∈ K},
there exist a Poisson derivation σ′ of KG and a Poisson σ′-derivation δ′ of KG such
that SG = KG[u]σ′,δ′ and FG = KG(u)σ′,δ′ .

Proof. Point (i) obviously follows from point (i) of Miyata’s theorem 3.1.2 and remark 3 of 1.1.1.
If SG 6⊂ K, let us choose an element u ∈ SG, u /∈ K of degree m = min{degx y ; y ∈ SG, y /∈ K}.
We know by point (ii) of Miyata’s theorem that SG = KG[u] and FG = Frac (SG) = KG(u).
Because the elements of G are Poisson automorphisms of S, we have {u, a} ∈ SG for any a ∈ KG.
We fix such an element a ∈ KG and develop {u, a} as a polynomial into the variable u with
coefficient in KG. Let us denote n = degu{u, a}. We have then degx{u, a} = nm. From the
other hand, with notation u =

∑
0≤k≤m aix

k, ak ∈ K, am 6= 0,m ≥ 1, we compute

{u, a} =
∑

0≤k≤m
({ak, a}xk + ak{x, a}kxk−1) =

∑
0≤k≤m

([{ak, a}+ kakσ(a)]xk + kakδ(a)xk−1)

in order to observe that degx{u, a} ≤ m. Hence mn ≤ m with m ≥ 1. Therefore n ≤ 1. In other

words, for any a ∈ KG, there exists σ′(a) ∈ KG and δ′(a) ∈ KG such that {u, a} = σ′(a)u+δ′(a).

Since SG is a Poisson algebra by remark 3 of 1.1.1, it follows from proposition 1.1.2 that σ′ is a

Poisson derivation of KG, δ′ is a Poisson σ-derivation of KG, and SG = KG[u]σ′,δ′ . The equality

FG = KG(u)σ′,δ′ is then clear.
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3.2.2 The case of the Kleinian surfaces

We fix k = C. The group SL2(C) (briefly denoted by SL2 if there is no doubt about
the base field) acts linearly by Poisson automorphisms on the first Poisson-Weyl algebra
S1(k) = C[x, y] with Poisson bracket {x, y} = 1:

g.x = αx+ βy and g.y = γx+ δy, for any g =
(
α β
γ δ

)
∈ SL2. (59)

Let us recall that finite subgroups of SL2 are classified up to conjugation in five types,
two infinite families parameterized by the positive integers (the type An−1 corresponding
of the cyclic group of order n and the type Dn corresponding to the binary dihedral group
of order 4n) and three groups E6, E7, E8 of respective orders 24, 48, 120 (see for instance
[34] or [6]). Since any finite subgroup G of SL2 is conjugate in SL2 to a subgroup G′ of
these types (then SG1 is Poisson isomorphic to SG′1 ), we can suppose without restriction
in the determination of the Poisson algebra SG1 for G finite subgroup of SL2 that G is of
type An−1, Dn, E6, E7 or E8.
Concerning the k-algebra structure, the description of the algebras C[x, y]G is a classical
topic in algebraic and geometric invariant theory. In each case, one can compute (see
[34]) a system of three generators f1, f2, f3 of the algebra SG1 .

type generators of C[x, y]G equation of F

An−1 f1 = xy, f2 = xn, f3 = yn Xn − Y Z = 0

Dn f1 = x2y2, f2 = x2n + (−1)ny2n,

f3 = x2n+1y − (−1)nxy2n+1 Xn+1+XY 2 + Z2 = 0

E6 f1 = xy5 − x5y, f2 = x8 + 14x4y4 + y8,

f3 = x12 − 33x8y4 − 33x4y8 + y12 X4 + Y 3 + Z2 = 0

E7 f1 = x8 + 14x4y4 + y8, f2 = x10y2 − 2x6y6 + x2y10

f3 = x17y − 34x13y5 + 34x5y13 − xy17 X3Y + Y 3 + Z2 = 0

E8 f1 = x11y + 11x6y6 − xy11,

f2 = x20 − 228x15y5 + 494x10y10 + 228x5y15 + y20, X5 + Y 3 + Z2 = 0

f3 = x30 + 522x25y5 − 10005x20y10 − 10005x10y20 − 522x5y25 + y30

Moreover the algebra C[x, y]G = C[f1, f2, f3] appears as the factor of the polynomial alge-
bra C[X, Y, Z] in three variables by the ideal generated by one irreducible polynomial F (of
degree n, n+1, 4, 4, 5 respectively). The corresponding surfaces F of C3 are the Kleinian
surfaces, which are the subject of many geometric, algebraic and homological studies. It
is proved in [34] that, for G and G′ two groups among the types An−1, Dn, E6, E7, E8, the
algebras C[x, y]G and C[x, y]G

′
are isomorphic if and only if G = G′.

Concerning the Poisson structure of SG1 , the link with a Poisson structure on the three
dimensional space via the Kleinian surfaces is specified by the following proposition. Let
us consider on C[X, Y, Z] the jacobian Poisson bracket associated with F , in the sense
of example 3 of 1.1.1. For any polynomials P ∈ C[X, Y, Z] and QF ∈ (F ), we have
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{P,QF} = {P,Q}F + {P, F}Q = {P,Q}F + Jac(P, F, F )Q = {P,Q}F + 0 ∈ (F ). Then
(F ) is a Poisson ideal and we can take the induced Poisson structure on C[X, Y, Z]/(F ).

Proposition. There exists a Poisson isomorphism between SG1 and C[X, Y, Z]/(F ) for
the jacobian Poisson structure associated with F .

Proof. With the notations above, the surjective morphism of algebras φ : C[X,Y, Z]→ C[x, y]G

defined by X 7→ f1, Y 7→ f2, Z 7→ f3 induces a surjective morphism Φ : C[X,Y, Z]/(F ) →
C[x, y]G because kerφ ⊃ (F ). From classical ringtheoretical results, the Krull dimension of
C[x, y]G is 2, and the irreducibility of F implies that C[X,Y, Z]/(F ) is also of Krull dimension
2. We conclude that Φ is an algebra isomorphism. The strategy to deduce from Φ a Poisson iso-
morphism consists in the calculation of three constants a1, a2, a3 ∈ Q such that the polynomials
h1 = a1f1, h2 = a2f2 and h3 = a3f3 in C[x, y]G satisfy the relations:

{h1, h2} = F ′3(h1, h2, h3), {h2, h3} = F ′1(h1, h2, h3), {h3, h1} = F ′2(h1, h2, h3) (?)

with F (h1, h2, h3) = 0, so that the isomorphism Ψ : C[X,Y, Z]/(F ) → C[x, y]G deduced from
the map X 7→ h1, Y 7→ h2, Z 7→ h3 becomes a Poisson isomorphism.

The determination of a1, a2, a3 is case by case. For instance, for G of type An−1, we have
f1 = xy, f2 = xn and f3 = yn, with F = Xn−Y Z so F ′1 = nXn−1, F ′2 = −Z and F ′3 = −Y . We
compute {f1, f2} = −nf2, {f2, f3} = n2fn−1

1 and {f3, f1} = −nf3. Setting h1 = a1f1, h2 = a2f2

and h3 = a3f3 and identifying in the above relations (?), we obtain a1 = 1
n and a2a3 = 1

nn .
Similar (but more complicated) calculations are detailed for each case in [6].

Comment. We deduce from this proposition an interesting link between the Poisson
structure of SG1 ' C[X,Y, Z]/(F ) and some geometrical invariant of the hypersurface
F defined by F in the three dimensional affine space. From one hand, there exists for
any Poisson C-algebra A a notion of Poisson homology ; the first term of it is just the
C-vector space: HP0(A) = A/{A,A}, where {A,A} is the subspace generated by all
{a, b} for a, b ∈ A. From the other hand, the Milnor number of the surface F is de-
fined as the codimension of the jacobian ideal (i.e. the ideal generated by the derivate
polynomials F ′1, F

′
2, F

′
3), that is: µ(F ) = dimCC[X,Y, Z]/(F ′1, F

′
2, F

′
3). The main

theorem of [6] proves that, for any finite subgroup of G, we have in the Poisson al-
gebra isomorphism SG1 ' C[X,Y, Z]/(F ) the equality : dim HP0(C[x, y]G) = µ(F ).
The direct calculation of µ(F ) for each of the five types allows to conclude that:

type An−1 Dn E6 E7 E8

dimC HP0(S1(C)G) n− 1 n+ 2 6 7 8

These values coincide with the dimensions of HH0(A1(C)G), the first group in the
Hochschild homology of A1(C)G, where G acts by linear automorphisms on the
(noncommutative) Weyl algebra A1(C). Hence the deformation process of S1(C)
to A1(C) not only induces a deformation of S1(C)G to A1(C)G, but can also be
interpreted as a deformation at the level of the homological trace groups (see [6]).

We come back now to our main motivation which concerns the separation up to Poisson-
isomorphism of the field of fractions.

43



Preliminary examples. Following the notation of (23) and (24), we introduce in
F1(C) = FracS1(C) the element w = xy. For any m ≥ 1, we denote by Qm the subfield
generated by w and xm. Since

{xm, w} = mxm for any m ≥ 1, (60)

each Qm = C(w)(xm)m∂w,0 is a Poisson subfield. Hence the element zm := 1
m
x−mw =

1
m
yx1−m satisfies {zm, w} = −mzm and we deduce:

Qm = C(xm)(zm)0,∂xm , with {zm, xm} = 1 for any m ≥ 1. (61)

So each Qm is Poisson-isomorphic to F1(C). We also need the element v := x−1y = 2z2;
because wv−1 = x2, we have

Q2 = C(w)(x2)2∂w,0 = C(v)(w)0,2v∂v , with {w, v} = 2v for any m ≥ 1. (62)

• Example (type An−1). Let G be the cyclic subgroup of order n in SL2 generated
by the automorphism gn acting on S1 = C[y][x]0,∂y by gn.x = ζnx and gn.y = ζ−1

n y
for ζn a n-th primitive root of one. Then gn(w) = w. The algebra S := C(w)[x]
is such that FracS = F1(C) and gn acts on S fixing w and multiplying x by ζn.
Thus it is clear that SG = C(w)[xn] and it follows directly from theorem 3.2.1 that
F1(C)G = C(w)(xn)n∂w,0 = Qn. By (61) we have proved that:

F1(C)G = C(yn)(xn)0,∂yn with xn = − 1
nyx

1−n and yn = xn.

• Example (type Dn). Let G be the binary dihedral subgroup of order 4n in SL2

generated by the automorphism g2n acting on S1(C) by g2n.x = ζ2nx and g2n.y =
ζ−1

2n y (for ζ2n a 2n-th primitive root of one), and by the automorphism µ defined by
µ.x = iy and µ.y = ix (see [34]). We have F1(C)G = (F1(C)g2n)µ = Qµ2n. Since x2 =
wv−1, we have x2n = wnv−n ; thus Q2n = C(w)(x2n)2n∂w,0 = C(w)(vn)−2n∂w,0, with
{vn, w} = −2nvn. The action of µ on Q2n is given by µ(w) = −w and µ(vn) = v−n.
The element sn := 1

2n(v−n − vn)w satisfies µ(sn) = sn and {sn, vn} = 1− v2n, then
Q2n = C(vn)(sn)0,(1−v2n)∂vn . By a last change of variable tn := (vn + 1)(vn − 1)−1,
we deduce that C(vn) = C(tn) by Lüroth’s theorem, and the action of µ reduces to
µ(tn) = −tn. Because µ(sn) = sn, we have C(sn, vn)µ = C(sn, tn)µ = C(sn, t

2
n). We

compute:

{sn, tn} =
(
{sn, vn}(vn − 1)− (vn + 1){sn, vn}

)
(vn − 1)−2

= −2(1− v2n)(1− vn)−2 = 2tn,

and then {sn, t2n} = 2tn{sn, tn} = 4t2n. It follows that Qµ2n = C(t2n)(sn)0,4t2n∂t2n
.

Denoting finally xn := (2tn)−2sn and yn := t2n to obtain {xn, yn} = 1, we conclude
that Qµ2n = C(yn)(xn)0,∂yn ,

We have proved that:
F1(C)G = C(yn)(xn)0,∂yn

with: xn = 1
8n

(
(x−1y)−n − (x−1y)n

)( (x−1y)n−1
(x−1y)n+1

)2
xy, and yn =

(
(x−1y)n+1
(x−1y)n−1

)2
.
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The positive answer to problem 2 p. 41 given by explicit calculation of generators in these
both cases is a particular case of the following theorem (see [7]):

Theorem (J. Baudry). For any finite subgroup G of SL2 acting linearly on S1(C), the
field F1(C)G is Poisson isomorphic to F1(C).

Proof. The proof is somewhat formally similar to the noncommutative case in [3]. Let G any
finite subgroup of SL2. The cyclic case being solved in the first above example, we can suppose
that the type of G is Dn, E6, E7 or E8. In these four cases, G contains the involution e defined
by e.x = −x et e.y = −y (see [34]). As seen for the type A1, we have F1(C)e = Q2 with notation
(62). Take any g ∈ G. There exist α, β, γ, δ ∈ C with αδ − βγ = 1 such that g.x = αx+ βy et
g.y = γx + δy. Recall that w := xy and v := x−1y. From g.x = x(α + βv) et g.y = x(γ + δv),
we obtain:

g(v) = γ+δv
α+βv ∈ k(v). (†)

Moreover, g.w = αγx2 + βδy2 + αδxy + βγyx and then:

g.w =
(
βδv2+(αδ+βγ)v+αγ

v

)
w. (‡)

It follows from (†) and (‡) that the restrictions to the algebra S = C(v)[w] of the extensions to
F1(C) of the elements of G determine a subgroup G′ ' G/(e) of Aut CS. Because e ∈ G and
Fe1 = Q2 = FracS, we deduce that F1(C)G = QG

′
2 .

Denoting K = C(v), assertion (†) allows to apply theorem 3.1.2 with S = K[w] and Q2 =
FracS = K(w)0,2v∂v . Since SG

′ 6⊆ K because [Q2 : QG
′

2 ] = |G′| < +∞, there exists u ∈ SG′ of
degree w ≥ 1 minimal among the degrees of all elements SG

′ \KG′ such that SG
′

= KG′ [u]σ′,δ′

and QG
′

2 = KG′(u)σ′,δ′ for suitable σ′ and δ′. Denote u = am(v)wm + am−1(v)wm−1 + · · · +
a1(v)w + a0(v), with ai(v) ∈ K for any 0 ≤ i ≤ m and am(v) 6= 0. For any h(v) ∈ K, we have
{ai(v)wi, h(v)} = ai(v){wi, h(v)} = ai(v){w, h(v)}wi−1 = 2v∂v(h(v))ai(v)wi−1. Therefore:

{u, h(v)} = 2mvam(v)∂v(h(v))wm−1 + · · · for any h(v) ∈ K

In particular, if h(v) ∈ KG′ , then {u, h(v)} ∈ SG′ because u ∈ SG′ and SG
′

is a Poisson algebra.
By minimality of the degree m of u among degrees (related to w) of elements in SG

′ \KG′ , it is
impossible that m− 1 ≥ 1 when ∂v(h(v)) 6= 0. So we have proved:

if h(v) ∈ KG′ with h(v) /∈ C, then {u, h(v)} ∈ K.

By Lüroth’s theorem, C(v)G
′

is a purely transcendental extension C(z) of C. Since z ∈ K and
z /∈ C, it follows from previous calculations that m = 1 and {u, z} = 2va1(v)∂v(z(v)) 6= 0.
We introduce t := {u, z}−1u in order to obtain {t, z} = 1, we deduce QG

′
2 = KG′(u)σ′,δ′ =

C(z)(u)σ′,δ′ = C(z)(t)0,∂z , and the proof is complete.

We complete this section by a short application of the previous result:
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Exercise ([7]). Let G be the Weyl group B2 over C, of order 8, generated by three
elements ε, ε′, τ described by their action on C[x1, y1, x2, y2] by:

ε : x1 7→ −x1, y1 7→ −y1, x2 7→ x2, y2 7→ y2

ε′ : x1 7→ x1, y1 7→ y1, x2 7→ −x2, y2 7→ −y2

τ : x1 7→ x2, y1 7→ y2, x2 7→ x1, y2 7→ y1

Check that G acts by Poisson automorphism on S2(C). Denoting by V the subgroup
generated by ε and ε′, prove that C(x1, y1, x2, y2)V = C(u1, v1, u2, v2), where ui = x2

i

and vi = 1
2yix

−1
i satisfy {ui, vi} = 1 and the other brackets are zero. Introduce p1 =

1
2(u1+u2), q1 = v1+v2, a = 1

2(u1−u2) and b = v1−v2. Prove that C(u1, v1, u2, v2) =
C(p1, q1, a, b) and τ fixes p1 and q1, and maps a 7→ −a, b 7→ −b. Denote p2 = a2 and
q2 = 1

2ba
−1. Deduce that C(x1, y1, x2, y2)G = C(u1, v1, u2, v2)τ = C(p1, q1, p2, q2)

with {pi, qi} = 1 and the other brackets are zero.

Conclude that Frac S2(C)G = F2(C)G is Poisson isomorphic to F2(C).

3.2.3 The case of finite abelian groups of linear Poisson automorphisms

We start with a group G (finite or not) and an n-dimensional representation ρ : G →
GL(V ) over k. Let us denote by (e1, . . . , en) a k-basis of V and by (x1, . . . , xn) its dual
basis on V ∗. The canonical action of G by automorphisms on V defined by

g.v = ρ(g)(v) for all g ∈ G, v ∈ V (63)

extends into an action by automorphisms on k[V ] ' S(V ∗) ' k[x1, . . . , xn] by:

(g.f)(v) = f(g−1.v) for all g ∈ G, f ∈ k[V ], v ∈ V (64)

whose restriction to V ∗ corresponds to the standard dual representation. Hence combining
(63) and (64), we obtain an action on W = V ∗ ⊕ V :

g.(v, f) = (g.v, g.f) for all g ∈ G, v ∈ V, f ∈ V ∗ (65)

whose dualization allows to define an action of k[W ] ' S(W ∗) ' k[x1, . . . , xn, y1, . . . , yn],
with (y1, . . . , yn) the dual basis of (x1, . . . , xn). In particular, this action satisfies, for any
g ∈ G:

g.xi ∈ k[x1, . . . , xn], g.yi ∈ k[y1, . . . , yn], for all g ∈ G, 1 ≤ i ≤ n, (66)

Denoting by (βi,j) the matrix of g in the basis (y1, . . . , yn) and (γi,j) the matrix of g−1 in
the basis (x1, . . . , xn), we can calculate:

βj,i =
( n∑
m=1

βm,iym
)
(xj) = (g.yi)(xj) = yi(g

−1.xj) = yi
( n∑
m=1

γm,jxm
)

= γi,j.

It follows that, if we consider the Poisson-Weyl bracket defined on k[W ] by standard
relations (3), then {g−1.xj, yi} = {

∑n
m=1 γm,jxm, yi} = γi,j = βj,i = {xj,

∑n
m=1 βm,iym} =
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{xj, g.yi}. We deduce by linearity that {g(xj), g(yi)} = g({xj, yi}) for all g ∈ G and
finally that g acts by Poisson automorphisms on k[W ]. We summarize this construction
in the following proposition.

Proposition. Any representation of dimension n over k of a group G defines canonically
an action of G by Poisson linear automorphisms on the Poisson-Weyl algebra Sn(k) =
[y1, . . . , yn, x1, . . . , xn] such that:

{g.xi, yj} = {xi, g−1.yj} for all g ∈ G, 1 ≤ i, j ≤ n, (67)

or equivalently

g.xi =
n∑
j=1

{xi, g−1.yj}xj for all g ∈ G, 1 ≤ i ≤ n. (68)

Example 1 (diagonal action). The most simple situation is for G acting as a subgroup
of the torus (k×)n by Poisson automorphisms on Sn(k) by:

g.yi = αiyi, g.xi = α−1
i xi, with g = (α1, . . . , αn) ∈ (k×)n. (69)

(i) Suppose that G = (k×)n. Any monomial u = yj11 . . . yjnn x
i1
1 . . . x

in
n is an eigenvector

under the action, and any element of Sn(k)G is a k-linear combination of invariant mono-
mials. For g = (λ1, 1, . . . , 1) with λ1 of infinite order in k∗, the relation g.u = u implies
i1 = j1. Proceeding on the same way for all diagonal entries, we obtain:

if G = (k×)n, then Sn(k)G = k[x1y1, x2y2, . . . , xnyn],

with trivial Poisson structure. In particular, FracSn(k)G is Poisson isomorphic to F0,n(k).

(ii) If G is now a finite subgroup of (k×)n, the invariant algebra Sn(k)G is finitely generated
over k (by classical Noether’s theorem). Since every monomial in the yi’s and xi’s is an
eigenvector under the action of G, it’s clear that we can find a finite family of k-algebra
generators of Sn(k)G constituted by invariant monomials.
If n = 1, denoting by p the order of the cyclic group G, we have S1(k)G = k[xp, yp, xy],
with Poisson structure defined from {xp, xy} = pxp, {yp, xy} = −pyp and {xp, yp} =
p2(xy)p−1. This is just the first example p. 44, so FracS1(k)G is Poisson isomorphic to
F1(k) = F1,0(k).
For n > 1, the determination of such a family becomes an arithmetical and combina-
torial question depending on the mixing between the actions on the various subalgebras
k[yi, xi] ' S1(k) in Sn(k). We shall solve it completely at the level of the rational functions
at the end of this this paragraph.

Exercise. We consider G = 〈g〉 cyclic of order 6 and G′ = 〈g′〉 cyclic of order 2
acting as Poisson automorphisms on S2(C) = C[x1, x2, y1, y2] by:

g : x1 7→ −x1, y1 7→ −y1, x2 7→ jx2, y2 7→ j2y2,
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g′ : x1 7→ −x1, y1 7→ −y1, x2 7→ −x2, y2 7→ −y2,

Prove that: S2(C)G is generated by x2
1, x1y1, y

2
1, x

3
2, x2y2, y

3
2,

S2(C)G
′

is generated by x2
1, x1y1, x1x2, x1y2, y

2
1, y1x2, y1y2, x

2
2, x2y2, y

2
2,

and that Frac S2(C)G and FracS2(C)G
′

are Poisson isomorphic to F2(C) = F2,0(C).

Example 2. We take k = C and n = 2 ; any finite subgroup G of SL2(C) acts by Poisson
automorphisms on the Poisson-Weyl algebra S2(C) = C[y1, y2, x1, x2] by:{

g.y1 = αy1 + βy2, g.x1 = δx1 − γx2,

g.y2 = γy1 + δy2 g.x2 = −βx1 + αx2,
for any g =

(
α β
γ δ

)
∈ SL2(C). (70)

Using the classification of finite subgroups of SL2(C), one can obtain a positive answer
to problem 2 p. 41 in this case proving that FracS2(C)G is Poisson isomorphic to F2(C).
The proof (which is a Poisson analogue of the rational equivalence of differential operator
algebras over Kleinian surfaces studied in [4]) is somewhat long and technical and will
not be developed here.

We concentrate now on the case of abelian groups actions, obtaining positive answers to
problem 2 p. 41 as consequences of the more general following result.

Theorem. We suppose that k is of characteristic zero. We consider a representation
of a group G (non necessarily finite) which is a direct summand of n representations of
dimension one, and the associated action of G by Poisson automorphisms on the Poisson-
Weyl algebra Sn(k). Then there exists a unique integer 0 ≤ s ≤ n such that FracSn(k)G

is Poisson isomorphic to Fn−s,s(k).

Proof. By (32), the integer s is no more than the transcendence degree over k of the Poisson-
center of Fn−s,s(k) and so is unique. We proceed by induction on n to prove the existence of s.

1) For n = 1. Then G acts on S1(k) = k[y][x]0,∂y by Poisson automorphisms of the form:

g.y = χ(g)y, g.x = χ(g)−1x, for all g ∈ G

where χ is a character G→ k×. The element w = xy is invariant under G. Using (24), we can
consider in F1(k) = k(w)(x)∂w,0 the subalgebra S = k(w)[x]∂w,0. We have FracS ' F1(k). Any
g ∈ G fixes the elements of k(w) and acts on x by g.x = χ(g)x. We apply the theorem of 3.2.1.
If SG ⊆ k(w), then F1(k)G = SG = k(w)G = k(w); thus F1(k)G ' F0,1 ' F1−s,s(k) with s = 1.
If SG 6⊆ k(w), then SG is a Poisson-Ore extension k(w)[u]σ′,δ′ for some Poisson derivation σ′

and some Poisson σ′-derivation δ′ of k(w), with u ∈ k(w)[x], u /∈ k(w) such that g.u = u for
all g ∈ G and of minimal nonzero degree. Because of the form of the action of G on x, we can
choose without any restriction u = xm for an integer m ≥ 1, and so σ′ = m∂w and δ′ = 0. To
sum up, F1(k)G = FracSG = k(w)(xm)m∂w,0. This field is also generated over k by x′ = xm and
y′ = m−1x−mw which satisfy {x′, y′} = 1. We conclude: F1(k)G ' F1(k) = F1−s,s(k) for s = 0.
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2) Now suppose that the theorem is true for any direct summand of n − 1 representations
of dimension one of any group over any field of characteristic zero. Let us consider a direct
summand of n representations of dimension one of a group G over k. Then G acts on Sn(k) by
Poisson automorphisms of the form:

g.yi = χi(g)yi, g.xi = χi(g)−1xi, for all g ∈ G and 1 ≤ i ≤ n,

where χ1, χ2, . . . , χn are characters G→ k×. Thus, recalling notation wi = piqi of (30), we have:

g.wi = wi, for any g ∈ G and any 1 ≤ i ≤ n.

In Fn(k) = k(w1, w2, . . . , wn)(x1)∂w1 ,0
(x2)∂w2 ,0

. . . (xn)∂wn ,0, let us consider the Poisson subfields:

L = k(wn),
K = k(w1, w2, . . . , wn)(x1)∂w1 ,0

(x2)∂w2 ,0
· · · (xn−1)∂wn−1 ,0

= k(wn)(w1, w2, . . . , wn−1)(x1)∂w1 ,0
(x2)∂w2 ,0

· · · (xn−1)∂wn−1 ,0
' Fn−1(L),

and the Poisson subalgebra S = K[xn]∂wn ,0, which satisfies FracS = Fn(k). Applying the induc-
tion hypothesis to the restriction of the action of G by Poisson L-automorphisms on Sn−1(L),
there exists an integer 0 ≤ s ≤ n − 1 such that: Fn−1(L)G ' Fn−1−s,s(L) ' Fn−(s+1),s+1(k).
Since K is stable under the action of G, we can apply the theorem of 3.2.1 to the ring S =
K[xn]∂wn ,0. Two cases are possible.

First case: SG = KG. Then we obtain:

Fn(k)G = Frac (SG) = KG ' Fn−1(L)G ' Fn−(s+1),s+1(k).

Second case: there exists a polynomial u ∈ S with degxnu ≥ 1 such that g(u) = u for all g ∈ G.
Choosing u such that degxnu is minimal, there exist an Poisson derivation σ′ and a Poisson
σ′-derivation δ′ of KG such that SG = KG[u]σ′,δ′ and Fn(k)G = FracSG = KG(u)σ′,δ′ .
Let us develop u = fmx

m
n + · · ·+ f1xn + f0 with m ≥ 1 and fi ∈ KG for all 0 ≤ i ≤ m. In view

of the action of G on xn, it’s clear that the monomial fmx
m
n is then invariant under G. Using

the embedding in Poisson field of Laurent series (see the proof of the lemma in 1.2.1), we can
develop fm in:

K = k(w1, w2, . . . , wn)((x1))∂w1 ,0
((x2))∂w2 ,0

· · · ((xn−1))∂wn−1 ,0
.

The action of G extends to K acting diagonally on the xi’s and fixing wi’s. Therefore we can
choose without any restriction a monomial u:

u = xa11 . . . xann with (a1, . . . , an) ∈ Zn, et an ≥ 1.

By (29), we have {u,wj} = aju for any 1 ≤ j ≤ n. Let us introduce the invariant elements:

w′1 = w1 − a−1
n a1wn, w′2 = anw2 − a−1

n a2wn, . . ., w′n−1 = anwn−1 − a−1
n an−1wn.

They satisfy {u,w′j} = 0 and {xi, w′j} = {xi, wj} = δi,jxi for all 1 ≤ i, j ≤ n− 1. They generate
in K the Poisson subfield

F = k(w′1, w
′
2, . . . , w

′
n−1)(x1)∂w′1

,0(x2)∂w′2
,0 · · · (xn−1)∂w′n−1

,0,

which is Poisson isomorphic to Fn−1(k). More precisely, F is the field of fractions of
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A = k[y′1, . . . , y
′
n−1][x1]0,∂y′1

. . . [xn−1]0,∂y′n−1
,

where y′i = wix
−1
i for any 1 ≤ i ≤ n−1, which is Poisson isomorphic to the Poisson-Weyl algebra

Sn−1(k). The group G acts on A by g.xi = χi(g)−1xi, g.yi = χi(g)yi for all g ∈ G, 1 ≤ i ≤ n− 1.
We apply the induction hypothesis: there exists 0 ≤ s ≤ n−1 such that FG ' Fn−1−s,s(k). It’s
clear by definition of the w′j ’s that k(wn)(w′1, w

′
2, . . . , w

′
n−1) = k(wn)(w1, w2, . . . , wn−1); since

{wn, z} = 0 for all z ∈ F , we deduce that K = F (wn)0,0. The Poisson algebra SG = KG[u]σ′,δ′

can then be written SG = FG(wn)[u]σ′,δ′ . The generator u satisfies {u,w′j} = 0 for any 0 ≤ j ≤
n − 1 as we have seen above, {u, xi} = 0 for any 1 ≤ i ≤ n by definition, and {u,wn} = anu.
Therefore the change of variables w′n = a−1

n wn implies: SG = FG(w′n)[u]∂w′n
. It follows that:

FracSG ' F1(FG) ' F1(Fn−1−s,s(k)) ' Fn−s,s(k).

Corollary (Application to finite abelian groups). We suppose here that k is alge-
braically closed of characteristic zero. Then, for any finite dimensional representation of
a finite abelian group G, we have the Poisson isomorphism Fn(k)G ' Fn(k).

Proof. By total reducibility and Schur’s lemma (see the notes p. 40), any finite representation
of G is a direct summand of one dimensional representations. Therefore the previous theorem
applies. The finiteness of G implies that, at each step of the proof, we are in the second case of
application of theorem 3.2.1. In the initialization of the induction, we have F1(k)G ' F1(k). A
the end of the proof, the Poisson isomorphism FracSG ' F1(FG) is for F ' Fn−1(k), and then
FG ' Fn−1(k) by induction hypothesis. Hence FracSG ' Fn(k).

The last corollary proves in particular that for non necessarily finite groups G, all possible
values of s can be obtained in the previous theorem.

Corollary (Application to the canonical action of subgroups of a torus). We suppose
that k is of characteristic zero. For an integer n ≥ 1, we consider the diagonal action of
the torus (k×)n by Poisson automorphisms on Sn(k). Then:

(i) for any subgroup G of (k×)n, there exists a unique integer 0 ≤ s ≤ n such that we
have the Poisson isomorphism Fn(k)G ' Fn−s,s(k);

(ii) for any integer 0 ≤ s ≤ n, there exists at least one subgroup G of (k×)n such that
we have the Poisson isomorphism Fn(k)G ' Fn−s,s(k);

(iii) in particular s = n if G = (k×)n, and s = 0 if G is finite.

Proof. Point (i) is just the application of the previous theorem. For (ii), let us fix an integer
0 ≤ s ≤ n and consider in (k×)n the subgroup:

G = {Diag (α1, . . . , αs, 1, . . . , 1) ; (α1, . . . , αs) ∈ (k×)s} ' (k×)s,

acting by Poisson automorphisms on Sn(k):

yi 7→ αiyi, xi 7→ α−1
i xi, pour tout 1 ≤ i ≤ s,

yi 7→ yi, xi 7→ xi, pour tout s+ 1 ≤ i ≤ n.
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In the Poisson field Fn(k) = k(w1, w2, . . . , wn)(x1)∂w1
(x2)∂w2

· · · (xn)∂wn
, we introduce the sub-

field K = k(w1, w2, . . . , wn)(xs+1)∂ws+1
(xs+2)∂ws+2

· · · (xn)∂wn
. Then the Poisson subalgebra

S = K[x1]∂w1
· · · [xs]∂ws

satisfies FracS = Fn(k). By construction, K is invariant under the

action of G. If SG 6⊂ K, we can find in particular in SG a monomial:

u = vxd11 x
d2
2 · · ·xdss , v ∈ K, v 6= 0, d1, . . . , ds ∈ N, (d1, . . . , ds) 6= (0, . . . , 0),

then αd11 α
d2
2 · · ·αdss = 1 for all (α1, α2, . . . , αs) ∈ (k×)s, and so a contradiction. We conclude with

theorem 3.2.1 that (FracS)G = SG = KG, and so Fn(k)G = K. It’s clear that K ' Fn−s,s(k);
this achieves the proof of point (ii). The first assertion of point (iii) is just the case (i) of example
1 p. 47, and the second one follows then from the previous corollary.

3.2.4 The case of the multiplicative Poisson structure on the plane

We summarize here some elementary observations about a formulation of problem 2 p. 41
in the case of the polynomial algebra C[x, y] and Laurent polynomial algebra C[x−1, y−1]
for the multiplicative bracket (5) parametrized by some λ ∈ C, i.e. :

{xayb, xcyd} = (ad− bc)λxa+cyb+d for all a, b, c, d ∈ Z. (71)

We recall that the corresponding Poisson polynomial algebra is the Poisson-quantum
plane denoted by Pλ2(C), its localization into a Poisson algebra of Laurent polynomials is
the Poisson-quantum torus denoted by Tλ2(C), and their common field of fractions is the
Poisson-quantum field Qλ

2(C).

Theorem. Let λ be a nonzero complex number.

(i) The group of Poisson automorphisms of Pλ2(C) reduces to 2-dimensional torus (C×)2

acting by x 7→ αx, y 7→ βy for α, β ∈ C×.

(ii) For any finite subgroup G of Poisson automorphisms of Pλ2(C), the field Qλ
2(C)G is

Poisson isomorphic to Qλ′
2 (C) for λ′ = λ.|G|.

Proof. An element z ∈ P2(C)λ is said to be normal if the principal ideal zP2(C)λ is stable
under the Poisson bracket. It is clear by (71) that any monomial xayb si normal. Conversely,
let z be a normal element: there exist u, v ∈ Pλ2 such that {z, y} = uz and {z, x} = vz.
Denoting z =

∑
m fm(y)xm, we have {z, y} =

∑
m λmfm(y)yxm and the first equality implies

that u ∈ C[y]. More precisely
∑

m fm(y)[mλy − u(y)]xm = 0. Hence u(y) = mλy for any m in
the support of z. By assumption λ 6= 0, we deduce that z is a monomial z = fi(y)xi for some
nonnegative integer i. From the second equality {fi(y)xi, x} = vz, it is easy to deduce that
fi(y) = αyj for some nonnegative integer j and α ∈ C. This proves that the normal elements of
the Poisson algebra Pλ2(C) are the monomials αyjxi.

Let g be an Poisson C-automorphism of Pλ2(C). It preserves the set of nonzero normal elements.
Hence we have g(x) = αyjxi and g(y) = βykxh with α, β ∈ C× and j, i, k, h nonnegative integers.
Because λ 6= 0, the relation {g(x), g(y)} = λg(y)g(x) implies by (71)that ik − hj = 1. Writing
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similar formulas for g−1 and identifying the exponents in g−1(g(x)) = x and g−1(g(y)) = y, we
obtain easily j = h = 0 and i = k = 1. This achieves the proof of point (i).

Let G a finite group of Poisson automorphisms of Pλ2(C). There exists for any g ∈ G a pair
(αg, βg) ∈ C××C× such that g(y) = αgy and g(x) = βgx. Denote by m and m′ the orders of the
cyclic groups {αg ; g ∈ G} and {βg ; g ∈ G} of C× respectively. In particular, C(y)G = C(ym).
We can apply theorem 3.2.1 to the extension S = C(y)[x]σ of Pλ2(C) = C[y][x]σ, where σ = λy∂y.
We have SG 6= C(y)G because xm

′ ∈ SG. Let n be the minimal degree related to x of the elements
of SG of positive degree. For any u ∈ SG of degree n, there exist σ′ a Poisson derivation and δ′

a Poisson σ′-derivation of C(y) such that SG = C(ym)[u]σ′,δ′ . We develop

u = an(y)xn + · · ·+ a1(y)x+ a0(y), with n ≥ 1, ai(y) ∈ C(y) for all 0 ≤ i ≤ n et an(y) 6= 0.

Identifying the terms of greater and lower degree (related to x) in the two members of equality
{u, ym} = σ′(ym)u + δ′(ym), we deduce that δ′ = 0 and σ′ = λmn∂ym . Hence Qλ2(C)G =
FracSG = C(ym)(u)λmn∂ym is Poisson isomorphic to Qλ′2 (C) for λ′ = mnλ. We just have to
check that mn = |G|. Denote by p ∈ Z the valuation (related to y) of an(y) in the extension
C((y)) of C(y). The action ofG being diagonal on Cx⊕Cy, we deduce from u = an(y)xn+· · · ∈ SG
that the monomial ypxn lies in SG. So we obtain Qλ2(C)G = C(ym)(ypxn)λmn∂ym . We remind

Artin’s lemma [C(x, y) : C(x, y)G] = |G| and the extensions

C(x, y)G = C(ym)(ypxn) ⊆ L = C(y)(ypxn) = C(y)(xn) ⊆ C(y)(x) = C(x, y),

which satisfy [C(x, y) : L] = n and [L : C(x, y)G] = m to conclude that |G| = mn.

Lemma. Let λ be a nonzero complex number.

(i) The group SL2(Z) acts by Poisson automorphisms on Tλ2(C) by:

g.x = xayc and g.y = xbyd for g = ( a bc d ) ∈ SL2(Z), (72)

or more generally for any m,n ∈ Z,

g.(xmyn) = xam+bnycm+dn for g = ( a bc d ) ∈ SL2(Z). (73)

(ii) The group of Poisson automorphisms of Tλ2(C) is (C×)2 n SL2(Z), where the torus
(C×)2 acts by: x 7→ αx and y 7→ βy for all α, β ∈ C×.

Proof. Point (i) is a straightforward verification (see exercise 3 of 1.1.1). Point (ii) follows from

the fact that any ring automorphism of C[x±1, y±1] stabilizes the group of invertible elements.

The classification up to conjugation of finite subgroups of GL2(Z) is well known; the
description of the twelve types (classically denoted G1 to G12) can be found in [24]. In
particular the finite subgroups of SL2(Z) correspond to the four (all cyclic) cases:

G7 = 〈x〉 ' C6, G8 = 〈ds〉 ' C4, G9 = 〈x2〉 ' C3, G10 = 〈x3〉 ' C2,

where x = ( 1 −1
1 0 ), d = ( −1 0

0 1 ) and s = ( 0 1
1 0 ) are the three basic matrices used in the

description of any finite subgroup of GL2(Z). Explicitly:

x = ( 1 −1
1 0 ), ds = ( 0 −1

1 0 ), x2 =
(

0 −1
1 −1

)
, x3 =

( −1 0
0 −1

)
.
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Remark. It is easy to verify that the property for any finite subgroupG of SL2(Z) to
be conjugated in GL2(Z) to a Gi (i = 7, 8, 9, 10) implies that G is conjugated to Gi in
SL2(Z) (see [7] p. 73). Denoting by h an element in SL2(Z) such that G = h−1Gih,
the assignment P 7→ h.P defines a Poisson isomorphism Tλ2(C)G → Tλ2(C)Gi . In
conclusion, in the study of Poisson invariants of Tλ2(C) under the action of a finite
subgroup G of SL2(Z) we can suppose without restriction thet G is one of the
G7,G8,G9,G10.

Just like for the Kleinian surfaces for the case of finite groups of SL2(C) acting on S1(C),
the invariant subalgebra Tλ2(C)G for each type of finite subgroup of SL2(Z) is generated
(as a commutative algebra) by three elements with one relation. From [24], we have:

G generators of Tλ2 (C)G and relation

G10 ' C2 ξ1 = x+ x−1, ξ2 = y + y−1, θ = xy + x−1y−1

θξ1ξ2 = θ2 + ξ21 + ξ22 − 4

G9 ' C3 η+ = x+ y + x−1y−1, η− = x−1 + y−1 + xy, ϕ = xy2 + x−2y−1 + xy−1 + 6

ϕη+η− = η3+ + η3− + ϕ2 − 9ϕ+ 27

G8 ' C4 σ1 = ξ1 + ξ2, σ2 = ξ1ξ2, ρ = xy2 + x−1y−2 + x2y−1 + x−2y + 3σ1

ρ2 = ρσ1(σ2 + 4) + 4σ2
1σ2 − σ4

1 − σ2(σ2 + 4)2

G7 ' C6 τ1 = η+ + η−, τ2 = η+η−, σ = η+ϕ+ η−(x−1y−2 + x2y + x−1y + 6)

σ2 = τ1(τ2 + 9)σ − τ2(τ2 + 9)2 + (τ21 − 4τ2)(3τ1τ2 − τ31 − 27)

The surfaces in the 3-dimensional affine space corresponding to the algebraic relation
between the three generators in each case are studied in [7] (in particular the type of the
isolated singularities are determined).

Comment. These first results open the way for a wide program of systematic study
of the Poisson algebras Tλ2(C)G in parallel with the Kleinian surfaces. This program
is greatly initiated in [7], concerning in particular the finiteness of the underlying Lie
algebra structure of the Poisson algebras Tλ2(C) and Tλ2(C)G, and the comparison
of the dimension of HP0(Tλ2(C)G) with the dimension of HH0(Cλ[x±, y±]G) for the
(noncommutative) quantum torus Cλ[x±, y±].

Back to our original motivation for the rational equivalence and the Poisson-Noether
problem, we can give here as an exploratory result (see [7]) the case of the type G10:

Proposition. Let λ be a nonzero complex number. For the subgroup G10 of SL2(Z)
acting multiplicatively on Tλ2(C), the field Qλ

2(C)G is Poisson isomorphic to Qλ
2(C).

Proof. Here G is just {I2, e} where e := −I2 acts by (72), that is e.x = x−1 and e.y = y−1.
It is known that Tλ2(C)G is generated by ξ1 = x + x−1, ξ2 = y + y−1 and θ = xy + x−1y−1,
submitted to the relation θξ1ξ2 − θ2 − ξ2

1 − ξ2
2 + 4 = 0.
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Step 1: field generators. In C(x, y)G = C(ξ1, ξ2, θ), this algebraic dependence relation rewrites
into:

(2θ − ξ1ξ2)2 = ξ2
1ξ

2
2 − 4(ξ2

1 + ξ2
2 − 4) ⇔ (2θ − ξ1ξ2)2 = (ξ2

1 − 4)(ξ2
2 − 4)

⇔
(2θ − ξ1ξ2

ξ2 − 2

)2
= (ξ2

1 − 4)
ξ2 + 2

ξ2 − 2

Let us introduce η :=
2θ − ξ1ξ2

ξ2 − 2
∈ FG and µ :=

η2

ξ2
1 − 4

=
ξ2 + 2

ξ2 − 2
∈ C(η, ξ1).

We have: ξ2 =
2(µ+ 1)

µ− 1
∈ C(η, ξ1) and then θ = 1

2(η(ξ2 − 2) + ξ1ξ2) ∈ C(η, ξ1).

We conclude that FG = C(η, ξ1).

Step 2: Poisson structure. We compute:

{ξ1, ξ2} = λ(2θ − ξ1ξ2), {ξ2, θ} = λ(2ξ1 − θξ2) and {θ, ξ1} = λ(2ξ2 − θξ1).

Thus:

{η, ξ1} = {2θ − ξ1ξ2

ξ2 − 2
, ξ1} =

−2θ + ξ1ξ2

(ξ2 − 2)2
{ξ2 − 2 , ξ1} +

1

ξ2 − 2
{2θ − ξ1ξ2 , ξ1}

= λ
(2θ − ξ1ξ2

ξ2 − 2

)2
+

λ

ξ2 − 2

(
2(2ξ2 − θξ1) + ξ1(2θ − ξ1ξ2)

)
= λη2 +

λξ2

ξ2 − 2
(4− ξ2

1) = λη2 +
1

2
λ(µ+ 1)(4− ξ2

1) =
1

2
λ(η2 − ξ2

1 + 4).

Hence: {η , η2 − ξ2
1 + 4} = −λξ1(η2 − ξ2

1 + 4) and {ξ1 , η
2 − ξ2

1 + 4} = −λη(η2 − ξ2
1 + 4).

Therefore: {η + ξ1 , η
2 − ξ2

1 + 4} = −λ(η + ξ1)(η2 − ξ2
1 + 4) and then:

{ 1
η+ξ1

, η2 − ξ2
1 + 4} = λ

η+ξ1
(η2 − ξ2

1 + 4).

Step 3: conclusion. We define x′ := 1
η+ξ1

and y′ := η2 − ξ2
1 + 4. From the first step, we

have C(x, y)G = C(η + ξ1, η − ξ1) = C(x′−1, x′(y′ − 4)) = C(x′, y′). From the second step,
{x′, y′} = λx′y′, and the proof is complete.

3.3 Invariants for rational Poisson automorphisms

We can naturally take in consideration in the problem 1 of p. 40 not only Poisson auto-
morphisms of some polynomial (or Laurent polynomial) Poisson algebra S extended to
the field of fractions K = FracS, but also Poisson automorphisms of K himself. We
concentrate in the following on the first Poisson-quantum field.

3.3.1 The case of rational triangular actions

We are interested here in Poisson automorphisms of Qλ
2(C) = C(x, y) with {x, y} = λxy

which preserve the embedding C(y) ⊂ C(x, y), that is which stabilize the subfield C(y).
We fix λ ∈ C×.

54



Proposition. The subgroup of Poisson automorphisms of C(x, y) = Qλ
2(C) stabilizing

C(y) is 〈σ〉n
(
C×nC(y)×

)
, where σ is the standard quadratic transformation y 7→ 1

y
, x 7→

1
x
, and C× nC(y)× acts by: y 7→ αy, x 7→ f(y)x for α ∈ C×, f ∈ C(y)×.

Proof. Let θ be a Poisson automorphism of Qλ2 whose restriction to C(y) is an automorphism
of C(y). Hence there exist α, β, γ, δ ∈ C with αδ − βγ 6= 0 such that θ(y) = αy+β

γy+δ . Using
the development θ(x) =

∑
n≥m fn(y)xn in the extension C(y)((x)) of C(x, y), with m ∈ Z,

fn(y) ∈ C(y) for any n ≥ m and fm(y) 6= 0, we compute:

{θ(x), θ(y)} =
∑
n≥m

fn(y){xn, θ(y)} =
∑
n≥m

fn(y){x, αy+β
γy+δ }x

n−1 = λ
∑
n≥m

n αδ−βγ
(γy+δ)2

fn(y)yxn,

and identify it with λθ(x)θ(y) = λ
∑

n≥m
αy+β
γy+δ fn(y)xn. For any n in the support Supp θ(x), we

have n(αδ − βγ) = αγy2 + (αδ + βγ)y + δβ. Therefore αγ = βδ = 0, with αδ − βγ 6= 0. Only
two cases can occur. In the first case, β = γ = 0 then nαδy = αδy; hence Supp θ(x) = {1} and
θ(x) = f1(y)x with θ(y) = αβ−1y. In the second case, α = δ = 0 then −nβγy = βγy; hence
Supp θ(x) = {−1} and θ(x) = f−1(y)x−1 with θ(y) = βγ−1y−1.

For any α ∈ C×, f(y) ∈ C(y)×, let us denote by θα,f the Poisson automorphism of Qλ2(C) defined
by θ(x) = αx and θ(y) = f(y)x. Such automorphisms constitute a subgroup G , isomorphic to
the semidirect product C× n C(y)× since θα,fθα′,f ′ = fαα′,fθ(f ′). It follows from the first part

of the proof that the subgroup of Poisson automorphisms of Qλ2(C) preserving the embedding
C(y) ⊂ C(x, y) is precisely the semidirect product 〈σ〉n G .

Theorem. For any finite subgroup G of Poisson automorphisms of Qλ
2(C) stabilizing

C(y), the invariant field Qλ
2(C)G is Poisson isomorphic to Qλ′

2 (C) for some λ′ ∈ C×.

Proof. In Qλ2(C) = C(x, y), we consider the Poisson subalgebra S = C(y)[x]σ,0 with σ = λy∂y,
see (26), which satisfies FracS = Qλ1(C). The automorphisms of the form θα,f : x 7→ αx, y 7→
f(y)x with α ∈ C×, f ∈ C(y)×, which constitute the group denoted by G in the proof of previous
proposition, act as Poisson automorphisms on the subalgebra S. For G a finite subgroup of
Poisson automorphisms of Qλ2(C) stabilizing C(y), we set G+ = G ∩ G .

First step. We apply to G+ the theorem of 3.2.1. Since [C(x, y) : C(x, y)]G
+

= |G+| we are
necessarily in the second case of application of the theorem: there exists u ∈ SG+

of minimal
nonzero degree m ≥ 1 such that SG

+
= C(y)G

+
[u]σ′,δ′ and Qλ2(C)G

+
= C(y)G

+
(u)σ′,δ′ for

suitable σ′, δ′. Because of the form of the action of G+ on y and x, we can suppose without loss
of generality that u is a monomial u = h(y)xm, with h(y) ∈ C(y). The group of restrictions to
C(y) of the elements of G+ is isomorphic to a finite subgroup of C×, hence is cyclic. Denoting
by k its order, we have C(y)G

+
= C(yk). We calculate {u, yk} = h(y){xm, yk} = λmk uyk.

Then SG
+

= C(yk)[u]σ′,0 with σ′ = λmkyk∂yk . Consequently, Qλ2(C)G
+

is Poisson isomorphic

to Qλ′2 (C) for λ′ = λmk. Observe that mk = |G+| by Artin’s lemma since:

[C(x, y) : C(u, yk)] = [C(x, y) : C(u, y)][C(u, y) : C(u, yk)]

= [C(x, y) : C(xm, y)][C(u, y) : C(u, yk)].

When G = G+, the proof is complete.
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Second step. We suppose that G− := G \G+ 6= ∅. We fix some automorphism θ in G−. By the
preliminary proposition, it is of the form: y 7→ εθy

−1, x 7→ gθx
−1 with εθ ∈ C×, gθ ∈ C(y)×. Its

action on u is given by θ(u) = θ(hxm) = θ(h)gmθ x
−m = gmθ θ(h)hu−1. We set aθ := gmθ θ(h)h to

obtain θ : u 7→ aθu
−1. We claim that aθ ∈ C(y)G

+
. Let γ be an automorphism in G+. Define

θ′ = θ−1γ, which lies in G−. The identity u = γ(u) implies that u = θ(aθ′u
−1) = θ(aθ′)a

−1
θ u,

then θ(aθ′) = aθ. Similarly, θ′(aθ) = aθ′ . Finally γ(aθ) = θ(θ′(aθ)) = θ(aθ′) = aθ′ , and the claim
is proved. We conclude that:

θ acts on Qλ2(C)G
+
= C(yk)(u)σ′,0 by: yk 7→ εkθ

1
yk
, u 7→ aθ

1
u , with εθ ∈ C×, aθ ∈ C(yk)×.

The element z := µyk where µ is a square root of ε−kθ satisfies C(yk) = C(z), θ(z) = 1
z and

{u, z} = µ{u, yk} = µλ′uyk = λ′uz. In particular, the element aθ is a rational function q(z)
into the variable z. We have θ2 ∈ G+, hence θ2(u) = u, then θ(aθ)a

−1
θ = 1; in other words

q(z) = q(1
z ) in C(z)×. Similarly q(z)−1 = q(1

z )−1 and by a classical argument (comparing the
zeros and poles, or transforming the question by the change of variables z 7→ t := z+1

z−1 into
the question of writing any even rational function b(t) as a product c(t)c(−t)), there exists
p ∈ C(z)× such that q(z)−1 = p(z)p(1

z ). We set v := p(z)u which satisfies C(z, u) = C(z, v),
θ(v) = p(1

z )q(z) 1
u = 1

v and {v, z} = {p(z)u, z} = p(z){z, u} = p(z)λ′uz = λ′vz. We conclude:

θ acts on Qλ2(C)G
+
= C(z)(v)σ′,0, where σ′ = λ′z∂z, by: z 7→ 1

z
, v 7→ 1

v
. (74)

We denote to simplify Q := Qλ2(C)G
+

. From one hand, it is clear that Qθ = Qθ
′

for any θ′ ∈ G−
since θθ′ ∈ G+; therefore Qθ = Qλ2(C)G. From the other hand, it follows from (74) and the last
proposition of 3.2.4 that Qθ is Poisson isomorphic to Qλ′2 (C).

3.3.2 The Poisson Cremona group

(i) We recall the following subgroups of the Cremona group AutC(x, y).

• The fractional linear transformations are the automorphisms:

x 7→ αx+ βy + γ

α′′x+ β′′y + γ′′
, y 7→ α′x+ β′y + γ′

α′′x+ β′′y + γ′′
, for

(
α α′ α′′

β β′ β′′

γ γ′ γ′′

)
∈ PGL(3,C).

The subgroup of such automorphisms is isomorphic to PGL(3,C) and denoted by A.

• The Jonquières automorphisms are the automorphisms:

x 7→ a(y)x+ b(y)

c(y)x+ d(y)
, y 7→ αy + β

γy + δ
, for

(
a(y) b(y)
c(y) d(y)

)
∈ PGL(2,C(y)),

(
α β
γ δ

)
∈ PGL(2,C),

The subgroup of such automorphisms, which preserve the embedding C(y) ⊂ C(x, y), is
isomorphic to the semi-direct product PGL(2,C(y))o PGL(2,C) and denoted by J.

• Defining the transposition τ ∈ A and the standard quadratic transformation σ ∈ J:

τ : x 7→ y, y 7→ x, and σ : x 7→ 1

x
, y 7→ 1

y
,
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the classical Noether-Castelnuovo theorem asserts that AutC(x, y) is generated by A and
σ. It was later proved by Iskovskikh in [21] that AutC(x, y) is generated by J and τ .
Recently, Blanc proved in [10] that AutC(x, y) is the amalgamated product of A and J
along their intersection, divided by the unique relation στ = τσ.

(ii) We consider now on C(x, y) the Poisson structure defined from the bracket

{x, y} = xy. (75)

As observed previously in 3.2.4, the groups (C×)2 and SL(2,Z) act by Poisson automor-
phisms on T1

2(C) = C[x±, y±] and then on Q1
2(C) = C(x, y) by:

x 7→ ηxayb, y 7→ µxcyd, with (η, µ) ∈ (C×)2, ( a bc d ) ∈ SL(2,Z). (76)

We denote by H ' (C×)2 o SL(2,Z) the subgroup of such automorphisms in AutC(x, y)
(a systematic study of the embeddings of SL(2,Z) into the Cremona group can be found
in [12]). We introduce the rational automorphism π defined (see [9], [11], [37]) by :

π : x 7→ y, y 7→ y + 1

x
. (77)

The somewhat surprising following property is related to the mutation in the cluster
algebra of rank 2 associated with the Dynkin diagram A2.

Lemma. π is a Poisson automorphism of C(x, y), of order 5.

Proof. We observe that π = µγ ∈ AutC(x, y) with µ : x 7→ (y+ 1)−1x, y 7→ y in the subgroup
J and and γ : x 7→ y, y 7→ x−1 of order 4 in the subgroup H. We have:

{π(x), π(y)} = {y, x−1(y + 1)} = {y, x−1}(y + 1) = −x−2{y, x}(y + 1) = x−1y(y + 1),

hence {π(x), π(y)} = π({x, y}). Now we compute:

π(y) = x−1(y + 1),

π2(y) = y−1
(
x−1(y + 1) + 1

)
= x−1 + y−1x−1 + y−1,

π3(y) = y−1 + (y + 1)−1xy−1 + (y + 1)−1x = y−1(y + 1)−1(y + 1 + x+ xy) = y−1(1 + x)

π4(y) = (y + 1)−1x(1 + y) = (y + 1)−1(1 + y)x = x.

π5(y) = π(x) = y, and π5(x) = π4(y) = x.

The key role of this automorphism appears in the following important theorem.

Theorem (J. Blanc). The subgroup of Poisson automorphisms in AutC(x, y) for the
Poisson bracket {x, y} = xy is generated by H and π.

We refer to the paper [11] for the proof, which solve a conjecture formulated in [37] and
gives moreover an explicit presentation (3 generators and 5 relations) of the subgroup of
Poisson automorphisms generated by SL(2,Z) and π.

(iii) Concerning our motivation about the invariant field C(x, y)G and its Poisson struc-
ture for finite subgroups G of Poisson automorphisms of C(x, y), we don’t go back to the
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case of finite subgroups of H (studied in 3.2.4) and consider the case where G is the cyclic
group of order 5 generated by the rational Poisson automorphism π. Reformulating in
terms of affine coordinates the last remark of [9], we decompose as a sequence of changes
of variables the conjugation of π with the canonical transformation X 7→ ζX, Y 7→ ζ−1Y
where ζ = exp 2iπ/5.

Step 1. We consider in K = C(x, y) the linear automorphism:

γ1 : x 7→ −x, y 7→ y + 1. (78)

The elements u := γ1(x) and v := γ1(y) satisfy K = C(u, v) and the expression of π is:

π(u) = 1− v and π(v) = 1− v

u
. (79)

Step 2. We consider in K = C(u, v) the endomorphism:

γ2 : u 7→ u− ωv
u− v

.
v − 1

ω2v − 1
, v 7→ ω−1u− ωv

u− v
.

1− u
1− ωu

, (80)

where ω = 1
2
(1 +

√
5). We check by straightforward calculations that γ2 is an involution,

and therefore an automorphism of K. The elements s := γ2(u) and t := γ2(v) satisfy
K = C(s, t) and the expression of π is:

π(s) = 1− ω−2

t
and π(t) = 1− ω−1s

t
, (81)

which corresponds to the linear fractional transformation with matrix L =
(

0 −ω−1 0
1 1 1

−ω−2 0 0

)
.

This matrix is diagonalizable with eigenvalues λ1 = ω−1ζ, λ2 = ω−1ζ−1, λ3 = ω−1 and
associated eigenvectors e1 = (−ωζ, ωζ2, 1), e2 = (−ωζ−1, ωζ−2, 1), e3 = (1,−1,−ω−1),
where ζ = exp 2iπ/5.

Step 3. We consider in K = C(s, t) the linear fractional automorphism (deduced from the
above diagonalization):

γ3 : s 7→ −ωζs+ ωζ2t+ 1

s− t− ω−1
, t 7→ −ωζ

−1s+ ωζ−2t+ 1

s− t− ω−1
, (82)

The elements x′ := γ3(s) and y′ := γ3(t) satisfy K = C(x′, y′) and the expression of π is:

π(x′) = ζx′ and π(y′) = ζ−1y′. (83)

We conclude that the invariant field C(x, y) under the group of order 5 generated by π is
C(x, y)π = C(x′y′, x′5). The automorphisms γ1, γ2, γ3 realizing the conjugation of π with
the automorphism x 7→ ζx, y 7→ ζ−1y are not Poisson automorphisms and, to the best of
our knowledge, our main question remains open in this case:
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Problem. Can we find X and Y such that C(x, y)π = C(X, Y ) and {X, Y } = λXY for
some λ ∈ C× ?

(iv) We consider now the first quantum Weyl skewfield Dq
1(C) = Cq(x, y), with noncom-

mutative product deduced from relation

xy = qyx, (84)

for q ∈ C× fixed not a root of one. Some partial information about the quantum Cremona
group AutDq

1(C) can be found in [2], for instance a description of analogues for AutDq
1(C)

of the subgroups A and J of the classical Cremona group, but without general theorem
describing AutDq

1(C) as generated by this subgroups.

From the deformation point of view, the theorem above is enlightening: from one hand
relation (76) also defines an action of (C×)2 o SL(2,Z) as a group of automorphisms of
Dq

1(C) still denoted by H (see [2]), and from the other hand it is easy to construct a
quantum version of π (already mentioned in [37]), that is the automorphism πq of order
5 in Dq

1(C), defined by:
πq : x 7→ y, y 7→ x−1(y + q−1). (85)

Then at least two questions naturally arise:

(Q1) is AutDq
1(C) generated by H and πq (up to the specifically noncommutative role of

the inner automorphism subgroup) ?

(Q2) is the invariant skewfield Dq
1(C)πq isomorphic to some Dq′

1 (C) ?
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